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Letter of Transmittal

NATIONAL SCIENCE BOARD
4201 Wilson Boulevard

ARLINGTON, VIRGINIA 22230

The Honorable William J. Clinton
The President of the United States
The White House
Washington, DC 20500

Dear Mr. President:

It is my honor to transmit to you, and through you to the Congress, the fourteenth in the series of biennial
Science Indicators reports, Science and Engineering Indicators–2000.  The National Science Board submits
this report in accordance with Sec. 4(j)(1) of the National Science Foundation Act of 1950, as amended.

The Science Indicators series was designed to provide a broad base of quantitative information about U.S.
science, engineering, and technology for use by public and private policymakers. In honor of the 50th anniver-
sary of the National Science Board and the National Science Foundation, the Board decided to develop a
special historical theme for S&E Indicators–2000. The report reflects on the conditions that characterized U.S.
science and engineering 50 years ago as compared to the current state of the Nation’s S&E enterprise.

The report enclosed contains analyses of key trends that illuminate the scope, quality, and vitality of research
and education in the Nation and in an international context.  In addition to a special history chapter, the report
presents trends in U.S. and international R&D funds and alliances, on the S&E workforce, on science and
mathematics education from the elementary level through graduate school and beyond, and on public attitudes
and understanding of science and engineering.  S&E Indicators–2000 also devotes a chapter to the significance
of information technologies for science and the daily lives of our citizens in schools, the workplace, home, and
community.

I hope that you, your Administration, and the Congress will find the new quantitative information and analysis
in the report useful and timely for informing thinking and planning on national priorities, policies, and
programs in science and technology.

Respectfully yours,

Eamon M. Kelly
Chairman

         January 13, 2000

National Science Board
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Introduction: Celebrating the Past, Anticipating the Future

This edition of Science and Engineering Indicators is be-
ing released in the year 2000—the 50th anniversary of the
creation of the National Science Foundation (NSF). In recog-
nition of this event, the National Science Board (NSB) re-
solved to adopt a special historical theme for Science and
Engineering Indicators – 2000 considering the objectives that
characterized U.S. science and engineering 50 years ago as a
context for examining the current state of the Nation’s sci-
ence and engineering (S&E) enterprise.

The National Science Foundation Act of 1950, which Presi-
dent Harry S Truman signed into law on May 10 of that year,
gave NSF the mandate, “ . . .  to promote the progress of
science; to advance the national health, prosperity, and wel-
fare; and for other purposes.”1 From its creation, the collec-
tion, analysis, and dissemination of quantitative information
on the status of science and technology in the United States
were an integral component of NSF's responsibilities.  As the
Nation moves into the 21st century, information on science,
engineering, research, and education is assuming an ever more
important role in our economy and society.

The National Science Board is responsible, by law, for
developing on a biennial basis, a report “ . . . on indicators of
the state of science and engineering in the United States.”2

The Science and Engineering Indicators series was designed
to provide a broad base of quantitative information about U.S.
science, engineering, and technology for use by public and
private policymakers.  The chapters that follow contain analy-
ses of key trends that illuminate the scope, quality, and vital-
ity of research and education in the Nation and in an
international context.  Understanding these trends helps to
prepare decisionmakers, scientists and engineers, and the
public to deal with their consequences and challenges.

In addition to an historical chapter, the report presents
trends in U.S. and international research and development
(R&D) funds and alliances, in the S&E workforce, in science
and mathematics education from the elementary level through
graduate school and beyond, and in public attitudes and un-
derstanding of science and engineering. Science and Engi-
neering Indicators – 2000 also devotes a chapter to the
significance of information technologies for science and the
daily lives of our citizens in schools, the workplace, home,
and community.

NSF was created near the end of a period in which the
country’s science and engineering resources were mobilized
for World War II.  What emerged in peacetime was a system
designed to facilitate partnerships in support of a broader set
of national science and technology (S&T) objectives.  Al-
though the specific issues evident in documents from the late
1940s differ from those that are familiar today, several cur-
rent policy concerns have antecedents from that period.  The
chapters of Science and Engineering Indicators – 2000 recall
notable themes, but their emphasis is on the current S&T en-
terprise, as has been the case for all earlier editions in the
Science and Engineering Indicators series.

Enduring Themes
A number of issues that were of concern prior to the found-

ing of the NSF have continued to be of interest to
decisionmakers.  Indeed, they have been monitored in Sci-
ence and Engineering Indicators reports over the years.  Chap-
ter 1 discusses these enduring themes in more detail.  The
following provides a brief summary of some of them and in-
dicates where they are treated in the report:

� Support and performance of R&D.  The funding and
conduct of R&D has always been viewed as essential to
the Nation. Funding by both the Federal and industrial sec-
tors has grown impressively over the years and the relative
importance of each has varied over the period.  Striking
the correct balance among defense-related and health-
related R&D, and R&D in other fields has been an ongo-
ing concern.  Chapter 2 presents R&D expenditures by
sector, field, and type of research in the United States and
abroad.  Chapters 6 and 7 concentrate on activities in the
academic sector and the industrial sector, respectively.

� Role of the Federal Government in the support of ba-
sic research.  Federal Government support of basic re-
search has been central to the development of a thriving
U.S. university system.  That support continues today as
an essential investment in the performance of research.
New patterns of collaboration in innovation enrich the
United States as the world’s premier graduate research and
education system.  Chapter 6 provides an in-depth analy-
sis of academic research and education, personnel, and
outputs.

� Human resources for science and engineering.  The im-
portance of human resource development and the neces-
sity of providing a trained S&T workforce and educated
citizenry have been a consistent Federal concern.  The

1National Science Foundation Act of 1950, Public Law 81-507 (Stat. 149).
2“The National Science Foundation Act of 1950, as amended, states that

the Board is responsible for “rendering to the President for submission to
Congress in each even-numbered year a report on indicators of the state of
science and engineering in the United States.” NSF Statutory Authority, Sec-
tion I, Sec.4 [j][1], 6.
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deficit of trained scientists and engineers resulting from
World War II was critical at the time of NSF’s founding.
The potential contributions of foreign students were rec-
ognized even before the participation of women and U.S.
minorities became a priority.  The role of women, minori-
ties, and persons with disabilities is now regarded as vital
to future S&T capabilities.  While chapter 3 provides an
in-depth analysis of the S&E workforce by training and
occupation, chapter 4 discusses the role of higher educa-
tion in the education and training of scientists and engi-
neers.  Both chapters present data on domestic diversity
patterns and information on the training, utilization, and
mobility of foreign scientists and engineers.

� Importance of science and mathematics education.  In
the post-World War II era, it was clear that improved educa-
tion at all levels from pre-college through graduate training
was essential. This is equally true today.  Many of the same
concerns and problems endure and even though some
progress has been made, more is necessary.  Chapter 5 sum-
marizes data and analysis of elementary and secondary
mathematics and science, including comparisons of U.S.
student performance with that of students in other coun-
tries.  There is no greater challenge than renewal of a skilled
workforce and of citizens able to use their knowledge of
science and mathematics in their daily lives.  Chapter 8 up-
dates information on public attitudes toward science and
technology and discusses what the public does and does not
understand regarding several science and engineering top-
ics and issues.  It also indicates where people get their infor-
mation—including from the World Wide Web.

� R&D and innovation as a key to economic growth.  Early
on, science and technology were seen as key to economic
growth, competitiveness, and jobs.  Other countries have
expanded their technological capabilities and technical in-
formation is more easily transferred across borders.  Chap-
ter 7 offers information on industry, technology, and the
global marketplace and discusses aspects of the innova-
tion system such as venture capital, patenting activities,
and global technology trade patterns and capabilities.  Af-
ter World War II, it was recognized that new discoveries
lead to the emergence of new technologies and economic
growth and vice versa.   Chapter 9 examines one area of
scientific advancement—information technology (IT)—
developed from a confluence of different disciplines that
is transforming our economy and changing the conduct of
research and education.

� International cooperation in science and technology and
globalization patterns.  The importance of international
S&T cooperation and competition was already recognized
when NSF was created.  However, the growth in collabo-
ration and S&T capabilities globally could not be fully
envisioned at the time.  Each of the nine chapters in Sci-
ence and Engineers Indicators – 2000 highlights interna-
tional comparisons:  R&D expenditures, globalization pat-
terns, and alliances (chapter 2); utilization of foreign

S&E’s, graduate training of foreign S&E students, and in-
ternational patterns of S&E mobility (chapters 3 and 4);
international scientif ic cooperation in terms of
coauthorship and citation (chapter 6); interactions and trade
patterns between economies in intellectual property and
technology (chapter 7); international comparisons of stu-
dent performance assessments in mathematics and science
(chapter 5) and of public perceptions of science and tech-
nology (chapter 8).  Chapter 9 discusses how information
technologies make worldwide communications easier and
faster, particularly the effects of personal computer pen-
etration and Internet access in various countries on col-
laborative research.

Evolution of the Science and Engineering
Indicators Reports

The form of the Board’s first report, Science Indicators –
1972, was suggested by Roger W. Heyns, a member of the
National Science Board from 1967–76, who became the chair-
man of its first Science Indicators Committee.  He suggested
that for its mandated 1973 annual submission to the Presi-
dent and Congress, the Board might consider preparing a re-
port analogous to periodic reports that assessed various
economic and social trends in terms of quantitative data se-
ries known as social indicators.  Preparation of such a report,
he further suggested, could draw on the proven capabilities
of the NSF staff in gathering and analyzing quantitative data
on the U.S. and international science and engineering enter-
prise.  The National Science Board accepted Heyns’ sugges-
tion, naming its fifth report to the Congress, Science Indicators
– 1972.3  The positive reception accorded the first Indicators
volume confirmed the wisdom of the statutory requirement
that the Board issue these reports on a biennial basis.

On May 19, 1976, in testimony before the House of Rep-
resentatives’ Subcommittee on Domestic and International
Scientific Planning, Heyns highlighted some of the main pur-
poses and functions of the Indicators reports:4

� to detect and monitor significant developments and trends
in the scientific enterprise, including international com-
parisons;

� to evaluate their implications for the present and future
health of science;

� to provide the continuing and comprehensive appraisal of
U.S. science;

� to establish a new mechanism for guiding the Nation’s sci-
ence policy;

� to encourage quantification of the common dimensions of
science policy, leading to improvements in research and
development policy-setting within Federal agencies and
other organizations; and

3Science Indicators – 1972 (NSB-73-1).
4Science and Engineering Indicators - 1993, pg. xi, Washington, DC: US

Government Printing Office, 1993.  (NSB 93-1).
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� to stimulate social scientists’ interest in the methodology
of science indicators as well as their interest in this impor-
tant area of public policy.

Over the years the Board has continued to expand and re-
fine the Science & Engineering Indicators reports.  The cur-
rent issue, Science & Engineering Indicators – 2000, is the
14th in the biennial series.  This important national and inter-
national data resource is part of the Board’s larger responsibil-
ity in the area of national science and technology policy.

The Act further authorizes the Board to advise the Presi-
dent and Congress on matters of science and engineering
policy (Sec. 4 [j][2]). In accordance with this broader obliga-
tion, the Board has issued a series of occasional papers com-
menting on selected trends in the Indicators report to focus
attention on issues of particular current and long-term im-
portance regarding the Nation’s science and engineering en-
terprise.

Today, the need for quantitative data to assist in
decisionmaking is even stronger than it was when the Board
first began this effort.  The U.S. science and technology en-
terprise is in transition.  The Nation is changing its priorities
for R&D investment and faces a number of challenges in bal-
ancing the Federal budget.  And, of course, science and engi-
neering have always had a global dimension.  As globalization
intensifies, Science & Engineering Indicators – 2000 empha-
sizes international comparisons in the data and analyses it
presents.

New Features of this Report
Science & Engineering Indicators – 2000 begins with a

special historical chapter, with historical sidebars featured in
many other chapters as well.  The report ends with a chapter
on the significance of information technologies for science
and the daily lives of our citizens in schools, the workplace,
home, and community.  In between these chapters, the report
updates the indicators on key topics and issues that have ap-
peared in previous reports.  For example, Science & Engi-
neering Indicators – 2000 provides new and enhanced
indicators and analyses in the following areas:

� globalization and international comparisons—including
extended coverage of emerging economies and develop-
ing countries;

� output indicators—including, for the first time, coverage
of the publications and citation patterns of the social sci-
ences;

� enhanced information on partnerships, alliances, and
collaborations—particularly international S&T coopera-
tion;

� public attitudes topics—including data on attitudes toward
biotechnology and the public’s use of information tech-
nologies;

� increased information on foreign scientists and engineers
and international mobility patterns;

� discussion of school reforms, technology in schools, and
distance learning in universities;

� age and retirement trends for scientists and engineers;

� developments in IT—including electronic commerce, the
existence of a “digital divide,” and evidence of use of the
World Wide Web by governments around the world;

� modes of financial support and debt burden of science and
engineering Ph.D.s;

� increased coverage of R&D in the service sector; and

� updated data on venture capital funds.

A Continuing Responsibility
The Strategic Plan of the National Science Board recog-

nizes the important role of the Science & Engineering Indi-
cators series and pledges to continue to develop and improve
the series.5  The plan states:

As the Federal budget and policy processes have accentuated
the demand for greater accountability and benchmarking, the
data historically available through S&EI have become increas-
ingly valuable for analyzing key trends that illuminate the
scope, quality, and vitality of research and education. Thus,
S&EI serves two critical purposes: first, as the report of record
on the health of the enterprise; and second, as the basis for
further analysis by all users generally and by the Board in par-
ticular. To insure that S&EI effectively supports these goals,
the National Science Board reviews the report’s effectiveness
with each biennial cycle. The policy and planning demands of
the coming years make this task more compelling than ever.

To position Science & Engineering Indicators for the 21st
century, the Board committed to conducting a comprehen-
sive review of Science & Engineering Indicators, including
the utility, timeliness, and accessibility of the data for users;
and reviewing the effectiveness of the report as a basis for
decision making on major policy issues related to science and
engineering.

Each of the chapters of Science & Engineering Indicators
– 2000  received extensive external technical peer review.  The
Board believes that this process has greatly improved the re-
port, and wishes to thank those reviewers who contributed
their time and efforts.  Their names are listed in “Contribu-
tors and Reviewers.”

To make the data and analyses more accessible, the report
is available in hardcopy, on CD-ROM, and on the World Wide
Web ( http://www.nsf.gov/sbe/srs/stats.htm).  This website also
contains new data on the reported indicators, as they become
available.

An innovation with this edition is dividing the report into
two volumes. Volume 1 contains the text and the index, and
Volume 2 contains the appendix tables. This year’s edition
takes advantage of widespread access to computer CD-ROM
readers by including Volumes 1 and 2 in PDF format and the

5National Science Board, National Science Board Strategic Plan, Novem-
ber 19, 1998, NSB 98-215, 18-19.



Science & Engineering Indicators – 2000 � xvii

appendix tables in Volume 2 also in Excel format on the CD
attached to the back cover of Volume 1. For readers who might
prefer to access the appendix tables in printed form, Volume
2 is available on request from NSF (see the back inside cover
for ordering information).

Other innovations in the form, content, and accessibility
of Science and Engineering Indicators will be examined in
the coming decade.  The Board welcomes the opportunity
and challenge to develop new and refined indicators that cap-
ture and document changes in the national and global science
and engineering enterprise.

 In the last Science and Engineering Indicators report of
the century, the Board would like to recognize the partner-
ship it has had not only with the Executive Branch but also
with the Congress.   The science and technology policy to be
forged in the next millennium will be better informed by data.
The National Science Board hopes that members of the Con-
gress will find Science & Engineering Indicators – 2000 of
assistance as they grapple with the many issues related to
science, technology, and the knowledge-based economies of
the 21st Century.
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Introduction

Chapter Background
The National Science Board’s (NSB) Science and Engi-

neering Indicators – 1998 report contained several cross-cut-
ting themes; namely,

� increasing globalization of science, technology, and the
economy;

� greater emphasis on science and engineering education and
training;

� structural and priority changes in the science and engi-
neering enterprise; and

� increasing impacts of science and technology on our daily
lives.

Many of the trends discussed in detail in the remaining
chapters of Science and Engineering Indicators – 2000 sug-
gest the persistence of these themes, supporting the Board’s
conclusion about their importance in characterizing the policy
context of the U.S. science and engineering enterprise in this
time of transition to the 21st century.

Publication of Science and Engineering Indicators – 2000
coincides with the 50th anniversary of the creation of the
National Science Foundation (NSF) in 1950. As the NSB and
NSF prepare to make a transition into their second half-cen-
tury, the Board believes it would be useful to reflect on the
conditions that characterized U.S. science and engineering
50 years ago. NSF was created near the end of another sig-
nificant time of transition from a period in which the country’s
science and engineering resources were mobilized for World
War II to a period in which a system designed to facilitate
partnerships in support of a broader set of national objectives
had been put in place. Although the specific issues and con-
cerns evident in documents from the late 1940s differ from
those that are familiar today, several current science policy
themes have antecedents dating from the period. A better un-
derstanding of the origins of these enduring themes can help
in planning for the future.

Each of the remaining chapters of Science and Engineer-
ing Indicators – 2000 touches upon notable themes and is-
sues from the 1940s that are germane to the specific topics it
considers. However, their emphasis is on the current situa-
tion, as has been the case for all earlier editions in the Science
and Engineering Indicators series. The purpose of this chap-
ter is to set the stage for the brief historical notes presented in
these chapters by comparing and contrasting the resources
available within the U.S. science and engineering enterprise,
its organization, and significant science policy issues in the
1940s and in the 1990s. In effect, it presents two “snapshots,”
taken 50 years apart, and in that respect differs from the later
chapters in this report, as well as chapters that have appeared
in earlier reports in this series.

Chapter Organization
The next section of this chapter, “Highlights of the First

Time of Transition: 1945–51,” provides an overview of some
of the principal congressional and administration decisions
and actions that shaped U.S. science policy between the end
of World War II and the establishment of the first Presidential
Science Advisory Committee (PSAC) in April 1951.

“Early Visions/Key Policy Documents” considers the con-
texts of, and the visions contained in, two key policy docu-
ments from that first time of transition:  Science—The Endless
Frontier (Bush 1945a), delivered to President Harry S Truman
in July 1945, and Science and Public Policy (Steelman 1947),
delivered to Truman in August 1947.

Almost from the outset, the Board and Foundation have
assigned a high priority to gathering and disseminating quan-
titative and qualitative information relevant to science policy.
“Monitoring the Condition of the Science and Engineering
Enterprise” discusses the expansion of activities in this area,
culminating with the Board’s decision to issue its first Sci-
ence Indicators report in 1973 (NSB 1973).

All recent U.S. presidents, beginning with Franklin D.
Roosevelt, have recognized the importance of science and
engineering to the Nation. President Truman was the first to
do so in a public address that he gave in September 1948 at
the 100th anniversary meeting of the American Association
for the Advancement of Science (AAAS) (Truman 1948). A
section entitled “Presidential Statements” compares and con-
trasts the themes in that speech with those in the address of
President William J. Clinton at the 150th anniversary meet-
ing of the AAAS in February 1998 as a means of examining
continuities and changes in U.S. science policy during the
past half-century (Clinton 1998).

“Current Visions/Key Policy Documents” offers a snap-
shot of the current period of transition by highlighting two
key policy documents from the 1990s: Science in the Na-
tional Interest (Clinton and Gore 1994) and Unlocking Our
Future (U.S. House of Representatives Science Committee
1998). A section entitled “Advances in Science and Engineer-
ing” follows, with illustrative examples of advances that have
occurred in large measure from the policies set in place in the
1940s and maintained in broad outline during the ensuing
half-century.

Similarities and distinctions between the earlier time of tran-
sition and the current situation are examined in more detail in
“Enduring Themes: Continuity and Change,” where the empha-
ses associated with significant themes identified by the key docu-
ments from the 1940s are compared and contrasted with those in
the key documents of the 1990s. Specific trends and issues are
highlighted in the succeeding chapters of Science and Engineer-
ing Indicators – 2000.

“Current Emerging Themes,” the final section of the chap-
ter, identifies themes that the Board believes will be impor-
tant in the first decade of the new century, several of which it
intends to address in detail in a series of forthcoming occa-
sional papers.
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Highlights of the
First Time of Transition: 1945–51

The National Science Foundation Act of 1950,1 which
President Truman signed into law on May 10 of that year,
gave NSF the mandate “to promote the progress of science;
to advance the national health, prosperity, and welfare; and
for other purposes.” The breadth of this mandate indicates
that a bipartisan majority existed in Congress about the sig-
nificance of science and engineering in addressing matters of
national importance. NSF’s creation occurred near the end of
the time of transition in which the basis of U.S. science policy
was established and many of the principal issues and con-
cerns comprised by that policy were articulated. But the con-
cept of a National Science Foundation had emerged several
years earlier. (See text table 1-1.)

Emergence of a Concept
More than a year before World War II ended on Septem-

ber 2, 1945, a few members of Congress and a handful of
officials in the Roosevelt Administration had foreseen the
essential roles that science and engineering would play dur-

ing peacetime. Early in 1944, Senator Harley M. Kilgore (D-
WV), a member of a Select Committee chaired by Senator
Harry S Truman (D-MO) investigating the war production
effort, introduced a bill to create a National Science Founda-
tion (Kevles 1977). While Kilgore’s National Science Foun-
dation would have given priority to Federal Government
laboratories in the disposition of funds, it would also have
been authorized to award research contracts and scholarships
to colleges and universities. Kilgore’s colleagues in the Sen-
ate convinced him that hearings on his proposed bill should
be postponed until after the end of the war.

In November 1944, President Franklin D. Roosevelt ad-
dressed a letter to Vannevar Bush, his de facto science advi-
sor, asking for his advice on how the lessons learned from the
World War II organization of science and engineering could
be applied in peacetime. Bush’s response came seven months
later in July 1945, when he delivered the requested report,
Science—The Endless Frontier, to President Truman (Bush
1945a). By the end of that month, Senator Warren Magnuson
(D-WA) had introduced legislation to implement the center-
piece recommendation of what is commonly referred to as
the Bush report: namely, to establish a National Research
Foundation to provide Federal funds for research to nonprofit
institutions outside of the Federal Government (including1National Science Foundation Act of 1950, Public Law 81-507 (Stat. 149).

Text table 1-1.
Highlights of the first transition

Year Month Science policy events Other events

1944 ................ February Kilgore legislation introduced in Senate
November Roosevelt’s letter to Bush Roosevelt reelected

1945 ................ April Death of Roosevelt
May End of World War II in Europe
July Science—The Endless Frontier
September End of World War II in the Pacific
October Senate hearings on NSF began

1946 ................ August AEC and ONR created
October Steelman board established

1947 ................ June Marshall Plan announced
August Science and Public Policy

1948 ................ February First electronic computer
September Truman speech at AAAS meeting
November Truman reelected

1950 ................ May NSF created
June Korean War began
December Truman addressed first NSB meeting United Nations forces abandon

   Pyongyang and Seoul

1951 ................ April First NSF director sworn in; Gen. MacArthur relieved of command of United
   SAC/ODM established    Nations troops in Korea

July NSF Annual Report, with R&D
   expenditure data included

Science & Engineering Indicators – 2000



Science & Engineering Indicators – 2000 � 1-5

civilian defense research and medical research) and to award
scholarships and fellowships to aspiring scientists and engi-
neers. Within a few days, Senator Kilgore reintroduced a re-
vised version of his earlier bill.

The Kilgore and Magnuson bills differed both in the types
of institution given priority for research support and in their
proposed administrative structure. Deep-seated disagreements
on the latter issue persisted and delayed the creation of NSF
for almost five years. Between 1945 and 1950, a vigorous
public debate took place on the institutional framework for
science. That debate, which included the nature of a National
Science Foundation, took five years to resolve; during this
period, both the Office of Naval Research (ONR) and the
National Institutes of Health (NIH) were created, reducing
the scope of the proposed foundation.2

Congressional Initiatives
Joint hearings on the Magnuson and Kilgore bills, which

began in October 1945, were among the first in a series of
congressional debates and administration actions whose out-
comes determined the character of Federal Government sup-
port for, and involvement with, science and technology that
has largely persisted for the past half-century. Congress, for
the first time, began to deal with significant science- and tech-
nology-related issues on a more or less continual basis. Its
extensive, open-to-the-public committee hearings called
heavily on members of the public and the scientific commu-
nity as it sought to forge new policies and create a new orga-
nizational framework for Federal Government science.

The most controversial issue addressed by Congress dur-
ing the immediate postwar years had to do with whether the
control of nuclear energy should remain with the military or
be consigned to civilian hands (Smith 1965). On August 1,
1946, following extensive and frequently impassioned hear-
ings that involved many of the younger scientists who had
been engaged in the ultra-secret World War II work to pro-
duce nuclear weapons, Congress established the Atomic En-
ergy Commission (AEC), to be governed by a five-member
commission of presidentially appointed civilians.3

On August 1, 1946, Congress also created the ONR.4 Both
AEC and ONR soon began to support university research in
fields broadly related to their respective missions. Two years
later, NIH within the Public Health Service began to follow
suit by supporting research through contracts to the Nation’s
medical schools. Prior to that time, the agency’s research pro-
gram had focused on specific health-related problems and
was carried out largely intramurally. Thus by the time NSF
was created in May 1950, several Federal mission agencies
had already gained considerable experience in funding uni-
versity research.

Administration Actions
On October 17, 1946, in response to the rapid expansion

in the Federal Government’s organization for science, Presi-
dent Truman established the President’s Scientific Research
Board (PSRB) chaired by John R. Steelman, who became
The Assistant to the President on January 1, 1947. The first
of five volumes of PSRB’s report, entitled Science and Pub-
lic Policy and commonly referred to as the Steelman report
(Steelman 1947), was released on August 27, 1947. This re-
port analyzed, and made recommendations about, the entire
Federal science and technology system; the relations between
research in the Federal Government, industrial, and academic
sectors; and the condition of science teaching at all levels,
from the primary grades through graduate school. It based its
analysis of the state of the Nation’s science and technology
enterprise on extensive sets of data and several specially com-
missioned studies.

The President drew on the Steelman report to propose a na-
tional science policy in his September 1948 address to AAAS
(Truman 1948). One element of his proposed policy—to create
a National Science Foundation—was fulfilled when Congress
passed the National Science Foundation Act of 1950.5

The Act that Truman signed into law in May 1950 defined
NSF as “an independent agency … [to] consist of a National
Science Board and a Director.”6  Accordingly, the Foundation
was officially activated when the Board convened for the first
time on December 12, 1950, in the White House (England
1983, 123). President Truman joined the first NSB meeting
and addressed the Board. Thereafter, the chairman reported
to the President on actions taken by the Board during the
morning session. Those actions consisted of the election of
the chairman (James B. Conant) and vice chairman (Edwin
B. Fred), establishment of a committee to recommend to the
President names of people who might be appointed to the
position of director of NSF, and establishment of an execu-
tive committee.

Impacts of the Korean War

President Truman had a great deal on his mind at the time
he addressed the NSB’s first meeting. A month earlier, the
People’s Republic of China had intervened in the Korean War.7

2See England (1983, 25–110).
3An Act for the Development and Control of Atomic Energy, Public Law

585, 79th Congress, 2nd Session.
4An Act to Establish an Office of Naval Research in the Department of the

Navy, Public Law 588, 79th Congress, 2nd Session. The Secretary of the
Navy had used his emergency authority to create ONR on a temporary, in-
terim basis in May 1945.

5Several long-forgotten controversies delayed the Congress’s passage of
this Act, perhaps because the value of basic research was not sufficiently
understood a half-century ago. These controversies were resolved through
the patient work of several key individuals. William D. Carey in the Bureau
of the Budget  (BoB) continued to insist to his colleagues that the creation of
a National Science Foundation was critical to the long-term interests of the
Nation. Elmer Staats, his direct supervisor, and Willis Shapley, his BoB col-
league, aided him in his crusade.

No doubt the single individual, in addition to Carey, who deserves credit
for negotiating the compromise between the scientific community and the
Truman Administration and Congress for the creation of a National Science
Foundation was Dael Wolfle, at that time executive secretary of the Ameri-
can Psychological Association and also secretary of the AAAS-based
Intersociety Committee for a National Science Foundation.

6Public Law 81-507, Section 2.
7The Korean War began on June 25, 1950 (six weeks after NSF was cre-

ated), when North Korean troops crossed the 38th parallel into South Korea
and within two days captured Seoul.
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On the day Truman met with the Board, United Nations’ forces
abandoned the North Korean capital of Pyongyang, which
they had captured in September 1950, and within a few days
abandoned Seoul, the South Korean capital, as well. There
was justifiable concern that it might not be possible to con-
fine the worsening military situation to Korea. By that time,
the White House had already commissioned William T.
Golden, a New York investment banker, to prepare a report
on how the Nation’s scientific resources might be mobilized
to address any wider military emergency (Blanpied 1995, xiv–
xliv). Whether or not such a wider emergency would occur, it
was abundantly clear that both the Congress and the Admin-
istration would thenceforth accord a high priority to defense-
related research and development (R&D).

Despite the Korean emergency, the NSB adopted a long-term
view as it proceeded to work out the policy implications of NSF’s
charter and develop plans to implement its programmatic mis-
sion. At the conclusion of its third meeting on February 13–14,
1951, the Board issued a public statement that disavowed any
direct NSF involvement with defense-related research, while
reemphasizing that “the fundamental objective of the National
Science Foundation is the promotion of basic research and edu-
cation in the sciences throughout the country.”8

On December 18, 1950, less than a week after the first
meeting of the NSB, Golden addressed a memorandum to
the President recommending that he appoint a full-time sci-
ence advisor to assist in mobilizing science for defense pur-
poses and, additionally, provide high-level oversight of the
entire Federal science organization. President Truman ac-
cepted the essence of this recommendation when, on April
19, 1951, he established the Scientific Advisory Committee
to the White House Office of Defense Mobilization (SAC/
ODM), a body that was destined to evolve into a full-scale
presidential scientific advisory system.9

With the creation of SAC/ODM, all principal elements of
the U.S. Government’s science structure were in place, in-
cluding a protopresidential advisory and coordination sys-
tem10 and the six agencies—or their predecessors—that have
long accounted for more than 90 percent of Federal R&D
expenditures.11 Most changes made in that structure during
the next 50 years were designed to adapt it to the evolving

political, economic, and social environment in which the U.S.
science and technology enterprise functions and to the spec-
tacular growth of the enterprise itself.

One important refinement in the Federal Government’s or-
ganization for science and technology was the creation of the
Defense Science Board (DSB), which was chartered to “can-
vass periodically the needs and opportunities presented by
new scientific knowledge for radically new weapons systems.”
Initially, DSB, which met for the first time on September 20,
1956, was an advisory body to the Assistant Secretary of
Defense (Research and Development). During the next few
years, as the Defense Department was reorganized to reflect
the increasing importance of science and technology to its
mission, the status of DSB was elevated to that of an advi-
sory body to the Secretary of Defense. DSB currently con-
sists of 32 members who are appointed for terms ranging from
one to four years and selected on the basis of their preemi-
nence in the fields of science and technology and their appli-
cations to military operations, research, engineering,
manufacturing, and acquisition processes. It also includes the
chairs of seven advisory bodies to other Defense Department
organizations as ex officio members.

Investments
From the outset, the NSB assumed responsibility to gather,

analyze, and disseminate quantitative information on the con-
dition of the U.S. science and engineering enterprise. The first
National Science Foundation Annual Report, covering fiscal
year (FY) 1951 (July 1, 1950, to June 30, 1951) and issued
under the guidance of the Board, included data estimates from
the Department of Defense Research and Development Board
on R&D expenditures by the Federal Government and “other”
sources, from 1940 through 1952, in addition to data on R&D
performance by the industrial, Federal Government, and aca-
demic sectors over the same period. It also reproduced more
detailed data from the Bureau of the Budget (BoB) on R&D
expenditures by the principal Federal agencies from 1940 to
1950.12 NSF was not represented in the latter tabulation, since
it had been created only during the final months of FY 1950,
with a budget of $225,000 to defray administrative startup
costs during its first year.

The Foundation’s second annual report, covering the period
from July 1, 1951, to June 30, 1952, extended the data on Fed-
eral R&D expenditures through FY 1952. (See text table 1-2.)
NSF was included for the first time, Congress having appro-
priated an estimated $1.1 million for R&D expenditures from
a total FY 1952 appropriation for NSF of  $3.5 million.13 NSF’s

8References to National Science Board actions during its first meetings
are taken from the unpublished minutes of those meetings.

9From a letter written by Harry S Truman, dated April 19, 1951, to Oliver
E. Buckley; see Blanpied (1995, 72–4).

10On November 7, 1957, a month after the Soviet Union launched
Sputnik I, President Dwight D. Eisenhower created a full-scale Presidential
Advisory System when he elevated SAC/ODM into the President’s Science
Advisory Committee and named James R. Killian, Jr., president of the Mas-
sachusetts Institute of Technology, as his full-time science advisor; see “The
Precarious Life of Science in the White House,” by David Z. Beckler (Holton
and Blanpied 1976, 118).

11Four of these agencies still exist in their 1951 form: the Department of
Defense, NIH (now within the Department of Health and Human Services),
NSF, and the U.S. Department of Agriculture. In 1958, as one response to
the launching of Sputnik I by the Soviet Union in October 1957, the scope of
the National Advisory Committee for Aeronautics, created in 1915, was ex-
panded and the agency renamed the National Aeronautics and Space Ad-
ministration. AEC was subsumed into the Energy Research and Development
Agency in 1975, which in turn was absorbed into the Department of Energy
when the latter department was created in 1977.

12Prior to 1976, the U.S. Government fiscal year began on July 1 of the
succeeding calendar year, rather than on October 1 as it does at present.

13In 1945, Science—The Endless Frontier (Bush 1945a, 40) had recom-
mended a budget of $33.5 million for the Foundation’s first year, which would
have been approximately $47.1 million in 1951 constant dollars. However,
the National Science Foundation Act of 1950 included an amendment limit-
ing the agency’s appropriation to $15 million per year, or approximately $95
million in constant 1999 dollars. NSB had requested $13.5 million for NSF
for FY 1952; Congress reduced it to $3.5 million ($20 million in 1999 con-
stant dollars) on the grounds that the imperatives of the Korean War pre-
cluded anything more. The $15 million limitation was removed in 1953.
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total budget for that year also included $1.53 million for gradu-
ate and post-doctoral fellowships. The remaining funds were
allocated for administration, and for miscellaneous activities,
including scientific translations.

Despite the fact that its R&D appropriation for FY 1952
was $1.1 million, compared with the total Federal R&D bud-
get of more than $1.2 billion, NSF already occupied a unique
position in the Federal system. It was—and remains—the sole
agency chartered to support research and education across all
fields of science and engineering. In addition, Congress ex-
pected NSB, its policymaking body, to deal with issues tran-
scending the Foundation’s programmatic mission. Among other
things, NSF (by law the National Science Board and Director)
was “authorized and directed” to develop and encourage the
pursuit of a national policy for the promotion of basic research
and education in the sciences; … to foster the interchange of
scientific information among scientists in the United States and
foreign countries; and … to correlate the Foundation’s scien-
tific research programs with those undertaken by individuals
and by public and private research groups.”14

The evolution of the Board’s involvement in monitoring
the state of science and engineering, culminating with the
transmission of the first Indicators report (NSB 1973) to Presi-
dent Richard M. Nixon in 1973, is discussed in “Monitoring
the Condition of the Science and Engineering Enterprise.”

Early Visions/Key Policy Documents
Both the size and complexity of the U.S. science and engi-

neering enterprise have grown substantially since the creation
of NSF. Despite this, a striking continuity with the present is
discernible in the visions of science–government relations that

emerged in the immediate aftermath of World War II. These
early visions were encapsulated in two key policy documents:
Science—The Endless Frontier (July 1945) and Science and
Public Policy (August 1947). Although differing in many re-
spects, both reports emphasized the need for a strong commit-
ment to genuine partnerships and linkages among the industrial,
academic, and Federal Government research sectors, a com-
mitment that is among the unique strengths of the U.S. system.

Science—The Endless Frontier (1944–45)
The impetus for Science—The Endless Frontier, as already

noted, was a letter addressed to Vannevar Bush by President
Franklin D. Roosevelt on November 17, 1944, 10 days after
President Roosevelt’s reelection to an unprecedented fourth
term. The President’s letter asked for advice on how lessons
learned from the mobilization of science and engineering
during World War II might be used in peacetime “for the im-
provement of the national health, the creation of new enter-
prises bringing new jobs, and the betterment of the national
standard of living” (Bush 1945a, 3).

Creation of the Office of Scientific
Research and Development

That the President would seek guidance on these matters
from Vannevar Bush, who was director of the wartime Office
of Scientific Research and Development (OSRD) was natu-
ral enough, since Bush had been serving as his de facto sci-
ence advisor for more than a year before the United States
entered World War II in December 1941. On June 12, 1940,
seven days after the German army invaded France, Bush, presi-
dent of the Carnegie Institution of Washington and a former
Dean of Engineering at the Massachusetts Institute of Tech-
nology (MIT), met with the President to propose that he should

Text table 1-2.
Federal R&D appropriations for Fiscal Year 1952

Agency 1952 current 1998 constant Total Non-DOD

Department of Defense (DOD) .................................. 890.0 5,071.6 70.6
Non-DOD ..................................................................... 370.2 2,109.5 29.4 100.0
   Atomic Energy Commission ....................................... 162.9 928.3 12.9 44.0
   Public Health Administrationa .................................... 38.5 219.4 3.1 10.4
   National Advisory Committee
     for Aeronautics ......................................................... 49.4 281.5 3.9 13.3
   National Science Foundation ..................................... 1.1 6.3 0.1 0.3
   Agriculture Department .............................................. 51.7 294.6 4.1 14.0
   Commerce Department ............................................. 15.4 87.8 1.2 4.2
   Interior Department .................................................... 31.9 181.8 2.5 8.6
   Other .......................................................................... 19.3 110.0 1.5 5.2
Total .............................................................................. 1,260.2 7,181.1 100.0

NOTE:  Details may not sum to totals because of rounding.

aIncludes National Institutes of Health.

SOURCE: National Science Foundation, Second Annual Report (Washington, DC: U.S. Government Printing Office, 1952).
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14Public Law 81-507, Section 3(a).
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create a National Defense Research Council (NDRC).
NDRC’s charge would be to explore, in detail, the problem of
organizing the Nation’s scientific resources in preparation for
what both men were certain would be the inevitable entry of
the United States into what was still primarily a European
conflict. Roosevelt accepted this proposal, naming Bush chair-
man of NRDC.15

A year later, Roosevelt decided that the rapidly escalating
military crisis abroad required the creation of an agency with
broader authority than NDRC. Accordingly, in June 28, 1941,
he issued an executive order creating OSRD within the Ex-
ecutive Office of the President, stating that OSRD was to:

… serve as a center for mobilization of the scientific person-
nel and resources of the Nation in order to assure maximum
utilization of such personnel and resources in developing and
applying the results of scientific research to defense purposes
… [and] to coordinate, aid, where desirable, supplement the
experimental and other scientific and medical research ac-
tivities relating to national defense carried on by the Depart-
ments of War and Navy and other departments and agencies
of the Federal Government.16

NDRC, chaired by James B. Conant, was retained as one
of two components of OSRD; a Medical Research Commit-
tee was created as its other component.17

OSRD was authorized to mobilize the Nation’s science and
engineering resources for the impending entry of the United
States into World War II. To do so, Bush and his senior col-
leagues faced the formidable tasks of working with appropri-
ate staff in the Departments of War and Navy to identify and
establish priorities for defense-related research projects; iden-
tifying and assembling the scientists and engineers capable
of dealing with those projects; providing them with the re-
sources they required; and finally ensuring that their results
moved expeditiously into wartime production.

The Prewar U.S. R&D Enterprise
While the science and engineering resources available to

OSRD were reasonable, they were also scattered. By 1940,
the three sectors that still account for most of the Nation’s
research performance—industrial, government, and aca-
demic—were already well established. However, their rela-
tive importance and the relationships between them differed
from what they are today. Then as now, industry was the prin-
cipal supporter and performer of R&D. A total of $345 mil-
lion was estimated to have been expended for R&D in the
United States in 1940, with industry investing $234 million,

or almost 68 percent of this amount.18 Although industrial
investments were roughly the same proportion of total na-
tional expenditures as at present, from 1951 (the first full year
of the Korean War) until 1980, industry’s share of total na-
tional R&D expenditures was less than that of the Federal
Government. (See figure 1-1 and text table 1-3.)

In 1940, the Federal Government ranked a distant second,
expending an estimated $67 million for R&D, or less than 20
percent of total national R&D expenditures, during that same
year. In fact, Federal R&D expenditures in 1940 were only
slightly more than twice the $31 million expended by univer-
sities and colleges. The remaining $13 million was accounted
for by state governments, private foundations and research
institutes, and nonprofit industrial research institutes. No re-
liable prewar data are available on R&D performance expen-
ditures. However, it is reasonable to assume that the bulk of
the industrial and Federal Government expenditures went to

15Other NRDC members included James B. Conant, president of Harvard
University (and later the first chairman of NSB); Karl T. Compton, president
of MIT; and Frank B. Jewett, president of the National Academy of Sciences
and chairman of the board of the Bell Telephone Laboratories.

16Executive Order 8807, “Establishing the Office of Scientific Research
and Development in the Executive Office of the President and Defining Its
Functions and Duties.”

17When OSRD was abolished at the end of 1947, the contracts that its
Medical Research Committee still retained with several of the Nation’s medi-
cal schools were turned over to NIH. These transfers initiated the transition
of NIH from an agency that had previously supported research primarily in
its own laboratories, to one of the world’s foremost supporters of biomedically
related research, as well as the Federal agency with the largest basic research
budget.

Billions of current dollars

Billions of 1992 constant dollars

Figure 1-1.
National R&D funding, by source: 1953–98

See appendix tables 2-5 and 2-6.
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18R&D expenditure estimates are given by Bush (1945a, app. 3, 86) and
Steelman (1947, vol. I, 10).
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support R&D in their own respective facilities, whereas all
academic expenditures for this purpose supported academic
research.

Despite the absence of reliable data, it is widely acknowl-
edged that a good deal of academic research prior to World
War II qualified as applied research according to current defi-
nitions. Additionally, academic research, whether basic or ap-
plied, was concentrated in a relatively small number of
institutions. According to Science—The Endless Frontier, dur-
ing the 1939/40 academic year, 10 of the estimated 150 re-
search universities in the United States performed $9.3 million
or 35 percent of the total $26.2 million in research performed
in the natural sciences and engineering by the academic sector,
while 35 of these 150 universities performed $16.6 million or
63 percent of the academic total (Bush 1945a, 122).

Prior to World War II, institutional partnerships among the
Nation’s three research sectors were the exception rather than
the rule. Department of Agriculture programs that had sup-
ported research in the Nation’s land grant colleges since the
late 19th century constituted one prominent set of exceptions.
Precedents set by the National Advisory Committee on Aero-
nautics (NACA), the predecessor of the National Aeronau-
tics and Space Administration (NASA), were more pertinent
to the OSRD system. NACA, which was created in 1915 and

consisted of representatives from both the Federal Govern-
ment19 and industry, operated facilities that conducted R&D
related to problems of civil and military aviation. The bulk of
NACA’s research was conducted in these in-house facilities,
which were taken over by NASA when the latter agency was
created in 1958. However, during the 1920s, NACA also be-
gan to award occasional contracts to university engineering
schools. In 1939, it had 12 contracts with 10 universities
(Dupree 1957, 366).

With these exceptions, the Federal Government provided
no support for university research prior to 1941. Faculty in
university science and engineering departments occasionally
worked in their private capacities as consultants to Federal
research bureaus. But any suggestion that the Federal Gov-
ernment should initiate an openly available program to fund
university research on no grounds other than its intrinsic merit
would have been considered an unwarranted intrusion into
the affairs of those institutions. Rather, research in the aca-
demic sector was supported by income on endowment (in the
case of private universities); by state funds (in the case of
public universities); by grants from private, nonprofit foun-
dations such as the Carnegie Corporation, the Rockefeller

Text table 1-3.
Estimated R&D expenditures, by source for selected years

Universities
Expenditures (in millions) Total Industry Federal  and colleges Othera

1940 current dollars ............... 345 234 67 31 13
1998 constant dollars ............ 3,617 2,453 702 325 136
Percent of total ...................... 100 67.8 19.4 9.0 3.8
1947 current dollars ............... 1,160 450 625 45 40
1998 constant dollars ............ 7,645 2,966 4,119 297 264
Percent of total ...................... 100 38.8 53.9 3.9 3.4
1957 current dollars ............... 9,908 3,470 6,233 51 155
1998 constant dollars ............ 50,345 17,629 31,669 259 788
Percent of total ...................... 100 35.0 62.9 0.5 1.6
1967 current dollars ............... 23,346 8,146 14,563 200 439
1998 constant dollars ............ 99,326 34,655 61,957 849 1,866
Percent of total ...................... 100 34.9 62.4 0.9 1.9
1977 current dollars ............... 43,456 19,645 22,155 569 1,089
1998 constant dollars ............ 103,258 46,678 52,642 1,351 2,586
Percent of total ...................... 100 45.2 51.0 1.3 2.5
1987 current dollars ............... 126,255 62,683 58,548 2,262 2,762
1998 constant dollars ............ 171,309 85,052 79,441 3,069 3,747
Percent of total ...................... 100 49.6 46.4 1.8 2.2
1998 current dollars ............... 227,173 149,653 66,930 4,979 5,611
Percent of total ...................... 100 65.9 29.5 2.2 2.5

NOTE:  Details may not sum to totals because of rounding.

aIncludes state governments and nonprofit institutions.

SOURCES:  For 1940, Vannevar Bush, Science—The Endless Frontier: A Report to the President on a Program for Postwar Scientific Research (1945a).
Reprinted by NSF (Washington, DC: 1990). For 1947, John R. Steelman, Science and Public Policy (Washington, DC: U.S. Government Printing Office,
1947). Reprinted by Arno Press (New York: 1980). For 1957–98, National Science Foundation, National Patterns of R&D Resources. (Arlington, VA:
biennial series).
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19One of the original Federal Government members of NACA was Franklin
D. Roosevelt, then serving as Assistant Secretary of the Navy in the Wilson
Administration.
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Foundation, and the Commonwealth Fund; and on occasion
by private industry.

The OSRD System
The OSRD system was collegial and decentralized. Rather

than electing to become a scientific “czar” who would cen-
tralize and control all aspects of the wartime research effort,
Bush assumed the roles of buffer and arbitrator between the
scientists and engineers engaged in wartime research and the
Federal Government’s technical bureaus, particularly those
in the Departments of War and Navy. During World War I,
many of the scientists and engineers who had engaged in de-
fense research were given temporary military commissions,
then sent to work at existing defense laboratories (Dupree
1957, 302–25). In contrast, the OSRD system was based on
the novel assumption that, except in very special cases, re-
search could best serve wartime needs if scientists and engi-
neers continued in their civilian status and worked in settings
where research was carried out in peacetime—be they aca-
demic or industrial. That is, industrial and academic organi-
zations worked in partnership with the Federal Government
rather than under its direct control. Because Bush enjoyed
direct access to President Roosevelt, he was able to convince
him (although not all the old line Federal scientific bureaus)
that this decentralized system would be more effective in
achieving the desired result of adapting U.S. scientific re-
sources rapidly for national defense purposes than a system
based on the World War I model.

In fact, the system was superbly effective. Radar was de-
veloped and refined at the Radiation Laboratory at MIT by
scientists and engineers brought there from several institu-
tions. The Oak Ridge, Tennessee, facility, where the rare, fis-
sionable isotope of uranium (235U92) was separated, was
managed by the General Electric Company. Even the ultra-
secret Los Alamos, New Mexico, laboratory, where the R&D
leading to the first nuclear bombs was performed, was man-
aged by the University of California under a contract with the
Army rather than directly by the Federal Government.

Following its creation in 1946, AEC took over from the
Army its management contracts with the General Electric
Company, the University of California, and several other or-
ganizations that had managed these World War II facilities,
and the facilities themselves came to be known as Federally
funded research and development centers (FFRDCs). Many
are still managed by the same academic or industrial organi-
zation that managed them during World War II through con-
tracts with the Department of Energy. Additional FFRDCs
have been created since World War II, some of which, such as
the Fermi National Accelerator Laboratory in Batavia, Illi-
nois, and the Stanford Linear Accelerator Center (SLAC),
house large-scale facilities where basic research is conducted
by university-based user groups.20

Wartime experiences had demonstrated the potential for pro-
ductive partnerships among the Nation’s principal research sec-
tors. They also demonstrated the importance of university
scientists (and thus, by implication, the academic sector) in
conceptualizing and demonstrating the feasibility of novel, of-
ten risky research ideas—such as many of the concepts under-
lying radar and nuclear weapons. Additionally, they suggested
that, even in wartime, the effective conduct of research required
that science be insulated, as much as possible, from conven-
tional political processes. These experiences conditioned the
vision articulated by Science—The Endless Frontier.

Responding to Roosevelt
President Roosevelt’s November 1944 letter to Bush on

the peacetime implications of lessons learned from the World
War II mobilization of science and engineering requested re-
sponses to four questions. These questions dealt with (1) the
expeditious declassification of secret wartime research re-
sults, (2) the need to develop a program to support health-
related research, (3) conditions through which the government
could provide aid to research activities in public and private
organizations, and (4) the feasibility of creating a program
for discovering and developing scientific talent. To address
the President’s request, Bush convened four committees con-
sisting primarily of distinguished nongovernment scientists
and engineers, charging each committee to prepare a report,
with recommendations, on one of President Roosevelt’s four
questions.21 Bush’s own 40-page synthesis of the resulting
committee reports constituted the body of Science—The End-
less Frontier (Bush 1945a); the four committee reports, each
consisting of an in-depth response to one of the President’s
questions, appeared as appendices.

Bush and his committees carried out their assigned tasks
during months of mounting exuberance. By the time Science—
The Endless Frontier was submitted to President Truman in
July 1945, World War II was drawing rapidly to a close. Ger-
many had surrendered on May 8, the first nuclear weapon
was due to be tested on July 16, and the defeat of Japan was
all but assured—even though informed military opinion esti-
mated that another year and as many as 1 million American
casualties would be required. The United States and its allies
had achieved military supremacy, and science and engineer-
ing had made indispensable contributions to that outcome.

Bush and his colleagues welcomed the opportunity to take
the lead in planning for the future and, in particular, to capi-
talize on the recognition that the importance of academic re-
search had received in the OSRD system. However, they
insisted that any government program to organize science for
peacetime purposes had to be consistent with the traditional
norm of scientific autonomy that, to a remarkable extent, had

20Other agencies, including the Department of Defense and NASA, also
support FFRDCs through contracts with nongovernment organizations; cf.
NSB (1996a, 4-26–4-29).

21These were the Medical Advisory Committee, chaired by W.W. Palmer,
Bard Professor of Medicine, Columbia University; the Committee on Sci-
ence and the Public Welfare, chaired by Isaiah Bowman, president of The
Johns Hopkins University; the Committee on Discovery and Development
of Scientific Talent, chaired by Henry Allen Moe, secretary-general of the
Guggenheim Foundation; and the Committee on Publication of Scientific
Information, chaired by Irvin Stewart, executive assistant to the director of
OSRD and later president of the University of West Virginia.
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remained largely intact during the wartime years (Reingold
1987; Blanpied 1998).

A National Research Foundation
Bush and his four committees seized the opportunity pro-

vided by President Roosevelt’s November 1944 letter to ad-
vance what could only be regarded at that time as a bold and
innovative proposition. Simply stated, Science—The Endless
Frontier argued that the Federal Government had not only
the authority, but also the responsibility, to ensure a contin-
ued supply of research results by (1) supporting research in
nonprofit institutions—primarily, although not exclusively,
basic research in universities—and (2) offering scholarships
and fellowships to aspiring scientists and engineers.22 An es-
sential element of the report’s proposition that the Federal
Government should support research in nonprofit organiza-
tions was its insistence that the support should be provided
solely on the basis of scientific merit, as judged by those with
the necessary professional experience and background to
make that determination. “It is my judgment,” Bush wrote,
“that the national interest in scientific research and scientific
education can best be promoted by the creation of a National
Research Foundation” (Bush 1945a, 34).23 The new respon-
sibilities envisioned for the Federal Government were too
novel and too important to be entrusted to any existing agency.
The final paragraph of Science—The Endless Frontier stressed
that early action by Congress to create the National Research
Foundation was “imperative” (Bush 1945a, 40).

In keeping with his wartime experiences, Bush recom-
mended that the new agency should be isolated as much as
possible from conventional political processes. Its board of
directors (or what Science—The Endless Frontier referred to
as its “members”) would be appointed by the President and
would consist of “citizens selected only on the basis of their
interest in and capacity to promote the work of the agency.
They should be persons of broad interest in and understand-
ing of the peculiarities of scientific research and education”
(Bush 1945a, 33). The National Science Foundation Act of
1950 adhered to this dictum by legally defining NSF as a
Director and a National Science Board to consist of 24 mem-
bers “eminent in the fields of basic sciences, medical sci-
ence, engineering, agriculture, education, and public affairs.”24

Promotion of Research in Industry
The line of reasoning that Science—The Endless Frontier

presented in arriving at its centerpiece recommendation is
worth reviewing, since it was to become a major foundation
of U.S. science policy for many years. In keeping their own
laissez-faire, free-market philosophy, Bush and his colleagues
were adamantly opposed to any Federal Government inter-

ference with the prerogatives of private industry, except in
the area of national defense. Industry alone, they argued, was
equipped to determine which basic research results in the
public domain were worth exploiting for possible commer-
cial purposes and how they should be exploited. This posi-
tion was summarized in a familiar passage from Science—The
Endless Frontier, namely, that “The most important ways in
which the Government can promote industrial research are to
increase the flow of new scientific knowledge through sup-
port of basic research, and to aid in the development of scien-
tific talent” (Bush 1945a, 7).

Prior to World War II, the large majority of the basic re-
search results that industry required were foreign imports,
primarily from Europe. But European research capabilities
had been devastated by World War II. Therefore, the Bush
report argued, the United States would henceforth have to
assume primary responsibility for obtaining its own basic re-
search results.

Centrality of Universities
Science—The Endless Frontier’s central proposition that

Federal science policy should focus on the support of research
in nonprofit institutions (mainly colleges and universities)
strongly if implicitly suggested that universities, which prior
to World War II were on the periphery of the U.S. research
system, should be thenceforth regarded as occupying its vital
center. This line of argument was persuasive; much of the
most innovative wartime research had been carried out in
university or quasi-university settings by university scientists
and engineers. With the partial exception of the United King-
dom, no other country had had a similar experience. As one
result, the postwar emergence of universities as the primary
performers of basic research has been virtually unique to the
United States.

Other Issues
Science—The Endless Frontier was never intended to be a

complete blueprint for U.S. science policy. In fact, much of
its enduring impact is explained by the fact that it focused on
a few key ideas and advanced them persuasively. The most
enduring of those ideas are in the category that would later be
referred to as “policy-for-science”: that is, issues having to
do with funding levels, sources, incentives, and priorities for
research, and the development and utilization of human re-
sources for science and engineering, for example.

In contrast, considerably less attention was paid to issues
in the “science-for-policy” category—those concerned with
the uses of scientific knowledge and capabilities for gover-
nance or, more broadly, in the service of the larger society.
Science—The Endless Frontier did recognize the vital impor-
tance of science to society; its opening paragraphs state em-
phatically that “without scientific progress no amount of
achievement in other directions can insure our health, pros-
perity, and security as a nation in the modern world” (Bush
1945a, 5). Additionally, adequate responses to President
Roosevelt’s queries, such as declassification of wartime re-

22Bush was familiar with the legislation to create a National Science Foun-
dation that had been introduced by Senator Kilgore in 1944, which was a
revised version of an earlier 1943 bill. In fact, Kilgore had sought Bush’s
advice on certain aspects of its revision (Kevles 1977).

23Soon after the start of congressional hearings in October 1945, the name
National Science Foundation rather than National Research Foundation was
adopted for the proposed agency. See England (1983).

24Public Law 81-507, Section 4(a).
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search results, required specific science-for-policy recommen-
dations. Finally, the report stressed the desirability to “coor-
dinate where possible research programs of utmost importance
to the national welfare” (Bush 1945a, 31), but offered few
hints on how that might be accomplished other than through
a nongovernmental oversight and advisory committee.

Several of these themes and issues considered by Science—
The Endless Frontier, such as those that addressed the
President’s first question on the declassification of wartime
research results, are now of little interest save to students of
the postwar period. Others retain their currency, even though
their context has changed considerably. These include the fol-
lowing:

� integration of defense research into the overall national
system,

� human resources for science and engineering,

� research in Federal mission agencies,

� tax and patent policies, and

� international exchange of scientific information.

These and other issues were also treated, often at greater
length, in Science and Public Policy—which was intended to
be both a policy-for-science and science-for-policy docu-
ment—when it was prepared beginning in late 1946. They
are thus identifiable as among the principal science policy
themes during the first time of transition, as discussed below.

Use of Data
Although Bush included an occasional quantitative refer-

ence in the body of Science—The Endless Frontier, he relied
almost entirely on his wide experience and his persuasive
rhetoric, rather than on data-based analysis, to press his case
for a National Research Foundation. The four appended com-
mittee reports relied more heavily on data. They included, for
example, tables listing national research expenditures from
1920 to 1944 and details of research expenditures in selected
university departments and companies (Bush 1945a, 123, 127–
9). Human resources data included numbers of Ph.D.s awarded
by the scientific field from 1935 (Bush 1945a, 177–9). Sev-
eral related tables, referred to, collectively, as the education
pyramid, provided data on enrollments in educational institu-
tions from primary grades through college and graduate school
for all students, but with no breakdown for enrollments in
science (Bush 1945a, 166–76). These data provided a basis
for arguing that too many otherwise able students were being
lost to higher education because of their inability to pay the
required costs so that the provision of Federal Government-
supported scholarships and fellowships, based on academic
promise, would be in the national interest.

That the bulk of the data contained in the committee re-
ports predated 1941 provides a clue to why Science—The
Endless Frontier contained relatively little quantitative infor-
mation: namely, the wartime conditions prevailing in 1944–
45 precluded the provision of the resources that would have

been necessary to conduct the studies that would have been
needed to obtain a more detailed, quantitative picture of the
U.S. science and engineering enterprise. Additionally, finan-
cial and human resources data considered critical to national
mobilization would almost certainly have been classified.
After the war ended, it was possible once again to collect and/
or declassify data on various aspects of U.S. society, includ-
ing those related to science and engineering. Many of these
categories of data were compiled and analyzed in the August
1947 report of the President’s Scientific Review Board en-
titled Science and Public Policy (Steelman 1947).

Science and Public Policy (1946–47)

Context
In November 1944 when President Roosevelt addressed

his four questions to Vannevar Bush, only he and a handful of
OSRD colleagues, a few members of Congress and their key
staff, along with several officials in BoB, had given much
serious thought to issues of science and government in the
postwar era (Kevles 1977). Within the next two years, the
rapidly increasing significance of the Federal Government’s
role in science and engineering had become obvious, as had
the impact of Federal policies and actions on the industrial
and academic research sectors.

Given the pervasive character of the Federal role, the BoB
had become convinced by the end of 1945 that it required an
institutionalized source of expert advice to assist it in its task
of formulating and implementing science- and technology-
related policies and programs. It believed that what by then
was being referred to as a National Science Foundation,
particularly what a pending congressional bill proposed as its
governing board of eminent nongovernment presidential ap-
pointees, could provide the advice it required.

However, although the general idea of an agency to sup-
port research in nonprofit organizations, provide scholarships
and fellowships, and serve as a source of policy advice at-
tracted bipartisan congressional support, there were serious
differences within the Congress and between the Congress
and the Truman Administration on specific details, including
the scope and administrative structure of the proposed agency.
When, in June 1946, the 79th Congress adjourned before the
House of Representatives had considered a Senate bill to cre-
ate a National Science Foundation,25 several BoB staff mem-
bers, including Elmer Staats, William Carey, Willis Shapley,
and Charles Kidd, began to explore other options to carry out
the functions they had hoped a National Science Foundation
and its Board would fulfill. Accordingly, they persuaded Presi-
dent Truman to issue an Executive Order on October 17, 1946,
to create a President’s Scientific Research Board charged “to
review current and proposed research and development (R&D)
activities both within and outside of the Federal Government.”

25The failure of the 1946 legislation was the first of several failed attempts
to reconcile conflicting views on the organization of the proposed agency
that were to delay enactment of enabling legislation until May 1950 (En-
gland 1983, Blanpied 1998).
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PSRB was chaired by John R. Steelman, director of the Office
of War Mobilization and Reconversion within the Executive
Office of the President, who on January 1, 1947, was appointed
the Assistant to the President. Steelman, an economist who had
helped settle two potentially crippling labor disputes early in
1946, enjoyed the confidence of, and ready access to, Presi-
dent Truman. Among his other duties, he oversaw and coordi-
nated the work of the White House staff so that he became, in
effect, the first White House Chief of Staff.26

Scope and Content
The President’s Executive Order had charged Steelman,

as PSRB chairman, to submit a report:

… setting forth (1) his findings with respect to the Federal
research programs and his recommendations for providing
coordination and improved efficiency therein; and (2) his find-
ings with respect to non-Federal research and development
activities and training facilities … to insure that the scientific
personnel, training, and research facilities of the Nation are
used most effectively in the national interest.27

The first volume of the PSRB’s report, entitled Science
and Public Policy and commonly referred to as the Steelman
report, was published on August 27, 1947. Consistent with
the President’s charge, the report balanced considerations of
policy-for-science and science-for-policy. The analysis, con-
clusions, and recommendations contained in the first 68-page
summary volume, aptly entitled “A Program for the Nation,”
spanned the entire range of Federal and non-Federal science
and technology activities, including the international dimen-
sions of U.S. science policy. Much of the text was supple-
mented with imaginative graphics, which were used to support
its arguments, conclusions, and recommendations. These were
based on detailed, extensive data and analysis contained in
the report’s four succeeding volumes, all of which were re-
leased by the end of October 1947.28

Taken together, the Steelman report’s five volumes com-
pose what was by far the most complete and detailed descrip-
tion of the U.S. science and technology system (particularly
its Federal component) that had been produced up to that time.
The four background volumes of Science and Public Policy,
in their extensive use of data and survey results (a good deal
gathered specifically for the report), their analyses, and their
use of charts, can be regarded as a precursor for what was to
become, beginning in 1972, NSB’s biennial series of Science
and Engineering Indicators reports.

Themes and Issues

Research Expenditures
A unique feature of “A Program for the Nation,” the first

summary volume of Science and Public Policy, was its use of
10-year projections, or scenarios, to support its recommen-
dations regarding the resources required by the U.S. science
and engineering enterprise to provide it an adequate basis to
assist in addressing national objectives. Perhaps its most sig-
nificant projection was in the form of a recommendation to
double national R&D expenditures during the succeeding 10
years, that is, by 1957 (Steelman 1947, vol. I, 13, 26). In 1947,
total U.S. R&D expenditures were estimated to be slightly
more than $1 billion. (See text table 1-4.) According to this
scenario, national R&D expenditures should reach an annual
level of $2 billion—or 1 percent of national income (that is,
Gross Domestic Product, GDP)—by 1957, requiring greater
increases in public than in private spending.

The report went on to recommend explicit functional tar-
gets for Federal R&D expenditures to be achieved by 1957:
20 percent for basic research, 14 percent for research in health
and medicine, 44 percent for nonmilitary development, and
22 percent for military development (Steelman 1947, 28).

Basic Research Support
Basic research was singled out as the principal arena for

concerted Federal action by both Science—The Endless Fron-
tier and Science and Public Policy. Both reports urged Con-

26Members of PSRB included the secretaries of all cabinet departments
with significant science and technology programs, including War, Navy,
Agriculture, Commerce, and Interior, as well as the heads of several
noncabinet agencies, including NACA (the precursor of NASA), AEC, the
Tennessee Valley Authority, the Veterans Administration, and importantly,
Vannevar Bush as director of OSRD.

27Executive Order 9791, “Providing for a Study of Scientific Research
and Development Activities and Establishing the President’s Scientific Re-
search Board” (Steelman 1947, vol. I, 70–1).

28The titles of the five volumes of Science and Public Policy (the Steelman
report) were vol. I, “A Program for the Nation”; vol. II, “Science in the Fed-
eral Government”; vol. III, “Administration of Research”; vol. IV, “Man-
power for Research”; and vol. V, “The Nation’s Medical Research.”

Text table 1-4.
Estimated 1947 U.S. R&D expenditure,
by source and character of work

Basic Applied
Source Total research  R&D

1947 current dollars (in millions)

Federal Government
  War and Navy departments .. 500 35 465
  Other departments ............... 125 20 105
Federal total ........................... 625 55 570
Industry .................................. 450 10 440
University ............................... 45 35 10
Other ...................................... 40 10 30
U.S. total ................................ 1,160 110 1,050

1998 constant dollars (in millions)

Federal Government
  War and Navy departments .. 3,295 231 3,065
  Other departments ............... 824 132 692
Federal total ........................... 4,119 362 3,757
Industry .................................. 2,966 66 2,900
University ............................... 297 231 66
Other ...................................... 264 66 198
U.S. total ................................ 7,645 725 6,920

NOTE:  Details may not sum to totals because of rounding.

Applied R&D = Applied Research and Development

SOURCE: John R. Steelman, Science and Public Policy (Washington,
DC: U.S. Government Printing Office, 1947). Reprinted by Arno Press
(New York: 1980).                  Science & Engineering Indicators – 2000
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gress to enact legislation to create a National Science Foun-
dation; the latter recommended that the proposed agency
should be authorized “to spend $50 million in support of ba-
sic research its first year … rising to an annual rate of $250
million by 1957” (Steelman 1947, 31–2).

Defense Research
OSRD’s wartime achievements were based in large meas-

ure on the active participation of nongovernment civilian sci-
entists and engineers in all aspects of military R&D, from
planning through implementation. Vannevar Bush was deter-
mined to maintain civilian involvement, and in some cases
even civilian control, over the most critical defense-related
research projects in the postwar era. “Military preparedness,”
as Science—The Endless Frontier argued, “requires a perma-
nent, independent, civilian-controlled organization, having
close liaison with the Army and Navy, but with funds direct
from Congress and the clear power to initiate military research
which will supplement and strengthen that carried on directly
under the control of the Army and Navy” (Bush 1945a, 33).
That is, Bush took the position that defense research policy
should be an integral component of overall Federal research
policy.

By August 1947, a special task force of the Defense Re-
search Board (which Bush chaired) in the newly created De-
partment of Defense was preparing its own report and
recommendations so that the Steelman Board excluded itself
from any detailed examination of defense research, other than
to recommend that more weight should be given to nonde-
fense research than was the case in 1947.29

Human Resources
for Science and Engineering

The development of scientific talent was of particular con-
cern in the late 1940s. World War II had demonstrated that
the availability of adequate numbers of well-trained scien-
tists and engineers, rather than a lack of financial resources,
was the limiting factor in undertaking or completing essen-
tial research projects. The war itself had led to what both re-
ports referred to as a severe “deficit” in trained scientists and
engineers resulting from the fact that young people who would
have obtained degrees in science and engineering had been
prevented from doing so as a result of their service in the
Armed Forces. Many trained scientists and engineers had also
been among the casualties of the war. Science and Public
Policy emphasized that, unless and until these deficits were
corrected, the U.S. research enterprise could not use signifi-
cant additional funding to maximum advantage.

In 1947, there were an estimated 137,000 scientists, engi-

neers, and technicians engaged in R&D and/or teaching.
Among these, 25,000 had Ph.D.s in the physical and biologi-
cal sciences (Steelman 1947, vol. I, 15–8). During 1941, the
number of Ph.D.s awarded in the physical and biological sci-
ences had reached a peak level of 1,900. By comparison, fewer
than 800 Ph.D.s were awarded in these fields during 1945.
Although the number of Ph.D.s awarded had risen to approxi-
mately 1,600 by 1947, Science and Public Policy estimated
that the rate of Ph.D. conferrals in science would have to in-
crease to 3,800 per year by 1957 to provide adequate human
resources for the Nation.

Both Science—The Endless Frontier and Science and Pub-
lic Policy recommended that the Federal Government should
support a substantial program of scholarships at the under-
graduate level and fellowships at the graduate level to allevi-
ate these human resource deficits. Science and Public Policy
argued that Federal aid should not be limited to students in
science and engineering. Rather, it should be part of a more
extensive Federal Government program designed, in part, to
relieve wartime deficits in other areas as well.

Science and Public Policy emphasized that the condition
of science education at the primary and secondary levels was
an essential determinant of the health of the U.S. science and
engineering enterprise. Volume IV, devoted entirely to human
resources issues, included an analysis of the results of an ex-
tensive survey, entitled “The Present Effectiveness of Our
Schools in the Training of Scientists,” commissioned from
AAAS (Steelman 1947, 47–162). The AAAS report dealt with
the entire mathematics, science, and engineering education
system from the primary grades through graduate school.

Science and Public Policy also recognized that the work-
ing conditions of scientists and engineers could have a de-
cided impact on their productivity and, therefore, on the
condition of the U.S. research enterprise. Accordingly, it com-
missioned a detailed survey on attitudes of government, in-
dustry, and academic scientists toward their work from the
National Opinion Research Center at the University of Den-
ver (Steelman 1947, vol. III, 205–52).

Role of the Federal Government
World War II having ended, it was generally agreed that

the bulk of the Nation’s R&D performance would once
again—indeed should once again—take place outside of the
government. On the other hand, it was increasingly clear that
the Federal Government’s role in the national R&D enterprise
had become indispensable. There was a broad consensus that
its direct role should include support for research in its own
laboratories, provision of funds for basic research in univer-
sities and for university facilities, and a scholarship and fel-
lowship program for promising young scientists and engineers.
Additionally, the Federal Government should monitor the
condition of science and technology in the country and seek
means to encourage partnerships among the industrial, aca-
demic, and Federal Government research sectors to meet es-
sential national goals. There was much less unanimity on the
extent to which the Federal Government should be involved

29The task force, chaired by Irvin Stewart, formerly executive assistant to
the director of OSRD and at that time president of the University of West
Virginia, issued its report, entitled Plans for Mobilizing Science, in 1948.
Because of objections by high level Pentagon officials, it did not reach Presi-
dent Truman’s desk until shortly before the start of the Korean War. One of
the charges to William T. Golden as special consultant to the White House
was to determine the applicability of the Stewart report in the environment
of the Korean War.
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in the support of nondefense applied research or civilian de-
velopment.

Internal Government Coordination
Consistent with President Truman’s charge in establishing

PSRB, Science and Public Policy documented in detail the
Federal Government’s rapidly expanding science and tech-
nology programs, noting that they were dispersed across many
agencies with little or no coordination among them, except
by means of the annual budget process managed by BoB. As
one means to improve this situation, it recommended that an
interagency committee should be established “to secure maxi-
mum interchange of information with respect to the content
of research and development programs” and that the Federal
Government’s role with respect to the national science and
technology enterprise should be monitored continually to
obtain “an over-all picture of the allocations of research and
development functions among the Federal agencies” (Steel-
man 1947, vol. I, 61).

The report went on to emphasize that science policy is-
sues might often require attention at the highest levels of gov-
ernment.  Accordingly, it asserted that “There must be a single
point close to the President at which the most significant prob-
lems created in the research and development program of the
Nation as a whole can be brought into top policy discussions”
(Steelman 1947, vol. I, 61).

International Dimensions
The U.S. scientific community was eager to reestablish

international communication and information exchange that
had been disrupted by World War II. Types of Federal assis-
tance suggested by Science—The Endless Frontier and Sci-
ence and Public Policy included funding travel to international
scientific meetings, encouraging visits to the United States
by outstanding foreign scientists, supporting translations of
foreign journals, and awarding international fellowships. Sci-
ence and Public Policy predicted that “the future is certain to
confront us with competition from other national economies
of a sort we have not hitherto had to meet” (Steelman 1947,
vol. I, 4). Despite this, it went on to argue that it was in the
national interest to lend “every possible aid to the re-estab-
lishment of productive conditions of scientific research and
development in all those countries [of Europe and Asia] will-
ing to enter whole-heartedly into cooperation with us”
(Steelman 1947, vol. I, 5). The report suggested that such aid
might include assistance in the reconstruction of research fa-
cilities in Europe as a component of the Marshall Plan, which
had been proposed two months before its release.30 It also
suggested several more modest measures, including interna-
tional fellowships for U.S. science and engineering students
and more experienced investigators to work abroad, and a
program for shorter term visits by senior U.S. researchers to
allow them to reestablish international connections interrupted

by World War II. Reciprocally, it recommended that U.S. uni-
versities should be encouraged to admit qualified foreign sci-
ence and engineering students, particularly into their graduate
programs (Steelman 1947, vol. I, 38–40).

Looking into the future and beyond the principal prewar
scientific powers, the Steelman report noted that:

Currently great progress is being made in India in the con-
struction of new scientific research laboratories and in the
training of hundreds of first-rate research workers.31 In the
same way Chinese scientific development may be expected
to go forward rapidly, and great progress is being made in our
neighbor American Republics (Steelman 1947, vol. I, 41).

In short, Science and Public Policy took the view that U.S.
science policy should be based on a long-term view, particu-
larly with regard to its international dimensions, and that what
it tacitly assumed would be short-term problems in other coun-
tries should not be allowed to obscure the rising importance
of science on a global level.

Monitoring the Condition of the
Science and Engineering Enterprise

“A Program for the
National Science Foundation”

Science—The Endless Frontier and Science and Public
Policy had both envisioned a science policy implemented in a
genuine peacetime context, albeit with due regard for national
security needs. As it happened, the final elements of the U.S.
Government’s science and technology organization were put
in place during the early stages of the Cold War. NSF was
created barely six weeks before the start of the Korean War
on June 25, 1950, and the first protopresidential Science Ad-
visory Committee, established on April 19, 1951, was cre-
ated as a response to the Korean crisis on the recommendation
of William T. Golden.

As background for the report on science and national se-
curity that the White House commissioned in September 1950,
Golden interviewed a wide range of scientists, military ex-
perts, and politicians, including Bush, Steelman, and three
prominent scientists whom President Truman had nominated
as members of the first NSB on November 2, 1950: Detlev
W. Bronk, a biologist who was president of The Johns Hopkins
University and of the National Academy of Sciences (NAS);
James B. Conant, a chemist and president of Harvard Univer-
sity; and Lee A. DuBridge, a physicist and president of the
California Institute of Technology.

While the main purpose of Golden’s interviews was to
determine whether in view of the Korean crisis an organiza-
tion similar to OSRD should be created, he frequently inquired
as well about the role that the newly created NSF should play
among other agencies of the Federal Government. Golden
summarized his conclusions in a February 13, 1951, memo-

30Secretary of State George C. Marshall announced the intention of the
United States to provide funds for the reconstruction of Europe’s infrastruc-
ture in an address at the Harvard University commencement on June 7, 1947.

31The first volume of the Steelman report was released less than two weeks
after India achieved its independence from Great Britain on August 15, 1947.
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randum entitled “Program for the National Science Founda-
tion” (Blanpied 1995, 67–72).

Near the beginning of his memorandum, Golden noted that,
as a result of the Korean emergency, “Federal funds for re-
search and development of all kinds within the Department
of Defense alone, which originally approximated $500 mil-
lion for FY 1950, are expected to be in the neighborhood of
$1,250,000,000 for FY 1952.”

It would be tempting, he conceded, for the newly created
NSF (which, at the time Golden wrote his memorandum still
did not have a director32) to attempt to capitalize on this situ-
ation. However, he went on, “it may be worth repeating that
in accordance with the spirit of the Act [of May 10, 1950] the
National Science Foundation should confine its activities to
furthering basic scientific studies and that it should not dilute
its effectiveness by supporting studies of directly military or
other applied character. To do so would seriously impair the
long-term mission of the National Science Foundation with-
out materially contributing to the war effort.”

Consistent with this long-term view and the high prob-
ability that NSF’s financial resources would very likely be
constrained at least as long as the Korean emergency contin-
ued, Golden suggested that a high priority should be assigned
to human resources development in the form of a fellowship
program. “In view of the disruption of the educational proc-
ess inherent in the mobilization effort it would be unwise not
to undertake some such fellowship program in order to in-
sure the continuing production of scientific leaders over the
longer term … The cost of such a fellowship program is very
small in relation to its potential value and to the total cost of
Government’s scientific research program.”

More broadly, and with the long-term mission of NSF still
in view, Golden recommended that steps should be taken to
assess the status of the Nation’s science and technology sys-
tem as a first step in determining the agency’s future direc-
tions. In essence, he suggested that the Foundation, under the
guidance of the Board, should prepare to engage in serious
priority-setting based on sound data. To this end, Golden rec-
ommended that “the Foundation, promptly after the appoint-
ment of a Director, might proceed to the following principal
undertakings”:

1. Prepare a comprehensive review detailing the signifi-
cant areas of basic science which are now being studied
within the United States, showing these separately for re-
search supported by universities, by industry and by the
Government. To the extent practicable the pattern should
also indicate work in process in friendly foreign countries.

2. Prepare a comparable survey detailing the existing sup-
port of graduate and undergraduate education in the sci-
ences by the many public and private agencies so engaged.

3. Study the scientific manpower resources of the United
States: a) as specifically called for in the Act, by taking
over, completing, and keeping current the detailed National

Scientific Register33; and b) by preparing quantitative ana-
lytical studies of available and prospective scientific and
technical manpower.

4. Review basic research activities of other Government
agencies and in cooperation with them develop proposals
for transferring appropriate portions of these programs to
the National Science Foundation. In this connection, and
to provide background for its work, the Board might wish
to invite other Government agencies engaged in or sup-
porting basic research activities to make descriptive pre-
sentations of their programs to the Board.

Golden concluded his February 13 memorandum by ob-
serving that “preparations of studies of the aforementioned
character are primarily tasks for the staff under the Director
but the members of the 24-man Board … are particularly well
qualified to plan and determine their undertakings and to give
guidance to the staff in the areas of their specialties.”

The director of BoB transmitted Golden’s memorandum
to James B. Conant, chairman of the NSB, on February 15,
1951. The minutes of the Board’s fourth meeting, held on
March 8–9, 1951, stated that Golden’s memorandum had been
received, but that no specific action was taken on it. This is
not surprising, since the Board had to deal with a particularly
full agenda for that meeting. Its principal business was to fi-
nalize and approve the Foundation’s budget request to Con-
gress for FY 1952. Also, on the first day of the meeting, the
Board was informed of President Truman’s intention to nomi-
nate Alan T. Waterman, chief scientist at ONR, as the NSF’s
first director (England 1983, 126–7). The nominee joined the
Board on the second day of its meeting. The Senate consented
to Waterman’s nomination later that month, and on April 6,
1951, he was sworn in as NSF director by Supreme Court
Associate Justice William O. Douglas.

Congressional and Presidential Directives
Despite the fact that the NSB took no direct action on

Golden’s memorandum at its March 8–9, 1951, meeting, his
suggestion that the policy-for-science of the U.S. Government
and the programs of NSF should be based on sound quantita-
tive information was widely shared. In addition to reproduc-
ing BoB data on R&D expenditures by Federal agency in its
FY 1951 Annual Report, the agency began to publish its Fed-
eral Funds for Research and Development series during that
same fiscal year. Data in the first editions in this series were
limited to Federal funds for R&D in nonprofit institutions.
However, the coverage expanded to include Federal R&D sup-
port in all categories of performer and was also reported by
character of work, by field of science, and by agency.

Congress was particularly concerned about the adequacy
of human resources for science and technology. The National

32President Truman announced his intention to nominate Alan T. Waterman
as NSF’s first director on March 8, 1951.

33The National Scientific Register was established in the Office of Educa-
tion within the Federal Security Agency in June 1950 following a determina-
tion by the National Security Resources Board that a registry of available
scientific personnel would be vital to national security. It was transferred to
NSF on January 1, 1953.
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Science Foundation Act of 1950 explicitly directed the agency
“to maintain a register of scientific and technical personnel
and in other ways provide a central clearinghouse for infor-
mation covering all scientific and technical personnel in the
United States, including its Territories and possessions.”34

To carry out this mandate, NSF assumed responsibility
for the National Scientific Register from the U.S. Office of
Education on January 1, 1953,35 expanding its coverage sig-
nificantly in partnership with several science and engineer-
ing societies. NSF’s third annual report, covering the period
from July 1, 1952, to June 30, 1953, included the first survey
results on human resources for science and engineering car-
ried out in response to this congressional directive. The agency
also issued brief, periodic bulletins with human resources data
in specific fields of science and of application.

Evidently the quality and utility of these early quantitative
studies were quickly recognized, since an Executive Order
issued by President Eisenhower on March 4, 1954, required,
among other matters, that:

The Foundation shall continue to make comprehensive stud-
ies and recommendations regarding the Nation’s scientific
research effort and its resources for scientific activities, in-
cluding facilities and scientific personnel, and its foreseeable
scientific needs, with particular attention to the extent of the
Federal Government’s activities and the resulting effects upon
trained scientific personnel. In making such studies, the Foun-
dation shall make full use of existing sources of information
and research facilities within the Federal Government.36

One reason why President Eisenhower may have singled
out NSF as the most appropriate agency to conduct such stud-
ies was the unique partnership among the industrial, academic,
and Federal Government sectors reflected in the congression-
ally mandated composition of the NSB, “so selected as to
provide representation of the views of scientific leaders in all
areas of the Nation.”37 Congress also recognized the Board’s
ability to speak with authority on matters pertaining to the
vitality of the U.S. science and engineering enterprise. In 1968,
the House Committee on Science and Technology, chaired by
Emilio Q. Daddario (D-CT), held a series of oversight hear-
ings resulting in the first major set of amendments to the
National Science Foundation Act of 1950. Among other things,
these amendments provided for a presidentially appointed
deputy director, authorized NSF to support applied research,
and explicitly authorized support for research in the social
sciences. The Daddario amendments also required that:

The [National Science] Board shall render an annual report
to the President, for submission on or before the 31st day of
January of each year to the Congress, on the status and health
of science and its various disciplines. Such report shall in-
clude an assessment of such matters as national scientific re-
sources and trained manpower, progress in selected areas of
basic scientific research, and an indication of those aspects

of such progress which might be applied to the needs of Ameri-
can society. The report may include such recommendations
as the Board may deem timely and appropriate.38

Finally, Congress officially concurred with, and made more
explicit, the Executive Order issued by President Eisenhower
in 1954 by authorizing and directing NSF:

(6) to provide a central clearinghouse for the collection,
interpretation, and analysis of data on scientific and engi-
neering resources and to provide a source of information
for policy formulation by other agencies of the Federal
Government.

(7) to initiate and maintain a program for the determi-
nation of the total amount of money for scientific and
engineering research, including money allocated for the
construction of the facilities wherein such research is
conducted, received by each educational institution and
appropriate nonprofit organization in the United States,
by grant, contract, or other arrangement from agencies
of the Federal Government, and to report annually
thereon to the President and the Congress.39

Science Indicators – 1972, et seq.
Roger W. Heyns, a psychologist who served as a member

of the NSB from 1967 to 1976 and who became president of
the American Council on Education in 1972, suggested that,
for its mandated 1973 annual submission to the President and
Congress, the Board might consider preparing a report analo-
gous to periodic reports that assessed various economic and
social trends in terms of quantitative data series known as
social indicators. Preparation of such a report could draw on
the proven capabilities of NSF staff in gathering and analyz-
ing quantitative data on U.S.—and international—science and
engineering enterprise. The NSB accepted Heyns’ suggestion,
naming its fifth report to Congress, Science Indicators – 1972
(NSB 1973). The positive reception accorded to this first In-
dicators volume encouraged the Board to continue to issue
these reports on a biennial basis.40

In May 19, 1976, testimony before the House of Repre-
sentatives’ Subcommittee on Domestic and International Sci-
entific Planning, Heyns highlighted some of the main purposes
and functions of the Indicators reports:

� to detect and monitor significant developments and trends
in the scientific enterprise, including international com-
parisons;

34Public Law 81-507, Section 3(a).
35See footnote 33.
36Executive Order 10521, “Concerning Government Scientific Research,”

Section 2. Reissued and amended on March 13, 1959.
37Public Law 81-507, Section 4(a).

38National Science Foundation–Function–Administration, Public Law 90-
407, enacted July 18, 1968.

39Public Law 90-407, Section 3(a)(6) and (7).
40According to H. Guyford Stever, who was NSF director from 1972 to

1976, one of the first significant policy impacts of Science Indicators – 1976
occurred as a result of a meeting that he and representatives of NSB had with
then-Vice President Gerald R. Ford in the spring of 1974. Vice President
Ford was particularly interested in the charts showing that other countries
were increasing their R&D/GDP investments whereas the comparable ratio
for the United States was decreasing. Soon after becoming President in Au-
gust 1974, Ford set about increasing Federal R&D investments.
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� to evaluate their implications for the present and future
health of science;

� to provide continuing and comprehensive appraisal of U.S.
science;

� to establish a new mechanism for guiding the Nation’s
science policy;

� to encourage quantification of the common dimensions of
science policy, leading to improvements in research and
development policysetting within Federal agencies and
other organizations; and

� to stimulate social scientists’ interest in the methodology
of science indicators as well as their interest in this impor-
tant area of public policy (NSB 1993b, xi).

Heyns clearly regarded the periodic preparation of the In-
dicators reports in terms of partnerships involving produc-
ers, users, and science policy scholars. The Board has called
on all these groups over the years as it seeks to expand and
refine these reports in order to reflect both the principal is-
sues enduring in and changing science policy and the best
scholarly thinking on quantification of these issues.41

In 1982, Congress officially recognized the unique sig-
nificance of the Indicators reports by requiring that, instead
of more broadly defined annual reports on the status and health
of science required by the 1968 amendment to the National
Science Foundation Act, “The Board shall render to the Presi-
dent, for submission to the Congress no later than January 15
of each even numbered year, a report on indicators of the
state of science and engineering in the United States.” 42

This same legislation also encouraged submission of other
reports on important science- and engineering-related issues,
stating that “The Board shall render to the President for sub-
mission to the Congress reports on specific, individual policy
matters related to science and engineering and education in
science and engineering, as the Board, the President or the
Congress determines the need for such reports.”

Beginning with the 1987 edition, and consistent both with
this legislation and the changing character of the U.S. research
enterprise, the titles of these mandated biennial reports be-
came Science and Engineering Indicators.

Presidential Statements
U.S. presidents from Franklin D. Roosevelt through Will-

iam J. Clinton have demonstrated their recognition of the
importance of science and engineering in a number of ways:
through, for example, annual budget submissions to Congress,
organizational initiatives designed to improve the effective-
ness of the Federal Government’s research and policy-mak-
ing systems, and programmatic initiatives using science and

engineering to advance critical items on their broad policy
agenda. (See sidebar, “Major Presidential Science Policy Ini-
tiatives.”) However, few presidents have given public addresses
focused primarily on their science policies. The first notable
exception was a speech delivered by President Truman in
September 1948 during the first time of transition. Almost
exactly 50 years later, in February 1998 during the current
time of transition, President Clinton also delivered a public
science policy address.43 A comparison between these two
speeches indicates both the endurance of several key science
policy themes over the past half-century and the significant
changes in emphasis that have occurred during that time.

Harry S Truman, 1948
President Truman delivered his address at the opening ses-

sion of the Centennial Meeting of AAAS in Washington, D.C.
(Truman 1948). A report of his speech was featured the next
day on a front-page article in The New York Times. Truman
used the occasion to propose a national science policy whose
five principal elements were drawn directly from the report
Steelman published a year earlier.

First, the President called for a doubling of total national
R&D expenditures over the next 10 years so that, by 1958,
those expenditures would exceed $2 billion and would be equal
to 1 percent of GDP, or what he referred to as national in-
come. The occasion of President Truman’s AAAS address
marked the first instance in which a leading political figure
proposed that U.S. national R&D investments should be
gauged in terms of GDP. As it happened, by 1958, national
R&D investments had far exceeded the challenge that Presi-
dent Truman had laid down 10 years earlier. According to
official estimates, in 1948, national R&D expenditures were
slightly less than 0.5 percent of GDP; by 1958, that ratio was
estimated to have been 2.36 percent. Changes in the Depart-
ment of Defense’s accounting system during the 1948–58
period make it difficult to compare R&D expenditures over
that period.44  But it is reasonable to assume that the R&D/GDP
ratio, calculated according to the prevailing accounting practices
of 1948, would have been closer to 2 than to 1 percent by 1958.

When President Truman spoke to AAAS, however, he could
not have foreseen two of the principal reasons for the spectacu-
lar increases in national R&D expenditures that were to occur
during the next decade: first, a rapid growth in defense R&D
following the invasion of South Korea in June 1950; second,
substantial increases for basic research and space-related R&D
following the launching of Sputnik I by the Soviet Union in

41Papers presented at a symposium organized to critique the first, 1972
report were published in Elkana et al. (1978).

42Congressional Reports Act, Public Law 97-375, Section 214, enacted
December 21, 1982.

43President Dwight D. Eisenhower announced the appointment of a full-
time science advisor in a national radio address on November 7, 1957. Presi-
dent John F. Kennedy made a major science policy address at the Centennial
celebration of NAS on October 23, 1963 (NAS 1963). President James E.
Carter spoke at NAS on April 23, 1979, on the occasion of its annual meet-
ing (Weekly Compilation of Presidential Documents 1979).

44Beginning in FY 1953, the Department of Defense began to include
salaries and related expenses of personnel engaged in R&D in its estimates
of R&D expenditures, resulting in an increase of approximately $1 billion in
its estimated R&D expenditures between FY 1952 and FY 1953 (NSF 1968,
221, note c).
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� Franklin D. Roosevelt (1933–45) requested the first
comprehensive survey and analysis of Federal science and
technology resources and programs, entitled Research—
A National Resource (1938). In 1941, he created the Of-
fice of Scientific Research and Development to mobilize
the Nation’s science and engineering resources for World
War II, and in November 1944 asked for recommenda-
tions on how the lessons learned in mobilizing science for
war could serve the Nation in peacetime.

� Harry S  Truman (1945–53) worked with Congress to
shape legislation creating three major agencies: the Atomic
Energy Commission (1946), the Office of Naval Research
(1946), and the National Science Foundation (1950).
Truman also established the Science Advisory Committee
to the White House Office of Defense Mobilization, the
first presidential advisory system.

� Dwight D. Eisenhower (1953–61) established the
President’s Science Advisory Committee and appointed a
full-time science advisor (1957). He oversaw the launch-
ing of the first U.S. satellites and proposed legislation to
create the National Aeronautics and Space Administration
(July 29, 1958). Eisenhower also worked with Congress
to craft legislation—The National Defense Education Act
(September 2, 1958)—which significantly increased U.S.
Government support for science and engineering educa-
tion at all levels.

� John F. Kennedy (1961–63) set the goal of sending a
man to the moon by the end of the decade. He established
the Office of Science and Technology within the Execu-
tive Office of the President in June 1962. He also pro-
posed and oversaw implementation of a presidential-level
bilateral science and technology agreement with Japan,
the first such bilateral agreement entered into by the United
States. Kennedy delivered a major science policy address
at the National Academy of Sciences on October 23, 1963,
as part of its 100th anniversary celebration.

� Lyndon B. Johnson (1963–69) emphasized science in
service to society by making use of social science data as
the basis for his War on Poverty and other components of
his Great Society program. In inaugurating Medicare in
June 1966, he noted that, as President, he had an obliga-
tion to show an interest in how the results of biomedical
research are applied. Johnson also maintained U.S. lead-
ership in space.

� Richard M. Nixon (1969–74) presided over the cre-
ation of high-level bodies charged with providing advice
on science- and technology-related issues, including the
Council on Environmental Quality within the Executive
Office of the President (March 1970), the National Advi-
sory Committee on Oceans and Atmosphere (August
1971), and the White House Energy Policy Office (June
1973). His War on Cancer initiative led to considerable

Major Presidential Science Policy Initiatives
increases in Federal funding for biomedical research.
Nixon also realized a goal of a predecessor when Neil
Armstrong walked on the moon in July 1969.

� Gerald R. Ford (1974–77)  agreed with Congress
that the presidential advisory system, abolished in 1973,
should be reestablished, leading to a May 1976 Act cre-
ating the Office of Science and Technology Policy. His
annual budget requests included increases in Federal
expenditures for nondefense R&D, which had been de-
clining in constant dollar terms since 1968.

� James E. Carter (1977–81) initiated Federal research
programs aimed at developing renewable energy sources,
including solar energy and fusion, and established pro-
grams to assist industry to demonstrate the feasibility of
extracting oil from coal and oil shale. He signed the first
bilateral science and technology agreement with the
People’s Republic of China in 1979.

� Ronald W. Reagan (1981–89) substantially increased
defense R&D expenditures, particularly for his Strate-
gic Defense Initiative, commonly called “Star Wars.” He
established modest programs within the National Bureau
of Standards (now the National Institute for Standards
and Technology) to provide research support to industry.
Reagan also negotiated a significant expansion in the
U.S.–Japan bilateral science and technology agreement,
which included Japanese support for U.S. researchers to
work in Japan.

� George W. Bush (1989–93) oversaw the development
of the Federal Government’s first technology policy,
which was intended to augment and extend the estab-
lished bipartisan consensus on science policy. He in-
creased the size and scope of the National Institute for
Standards and Technology’s industrial research support
programs. With Bush’s encouragement, D. Allan
Bromley, The Assistant for Science and Technology, em-
phasized strengthened international scientific interac-
tions, initiating a biannual series of off-the-record
meetings with his G-7 counterparts (known as the
Carnegie Group meetings) and taking the lead in estab-
lishing the Megascience Forum within the Organisation
for Economic Co-operation and Development.

� William J. Clinton (1993–2001) established links
between science and technology policy and economic
policy with his 1993 policy statement entitled Technol-
ogy: The Engine of Economic Growth (Clinton and Gore
1993) and reaffirmed his commitment to university re-
search and to science and mathematics education by en-
dorsing them in Science in the National Interest (Clinton
and Gore 1994). Clinton has been a strong advocate of
improvements in science education and has expanded
Federal support for information technologies substantially
through long-term, coordinated interagency initiatives.
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October 1957. Federal expenditures increased from $625 mil-
lion in 1948 to $6.8 billion in 1958 ($5.4 billion in 1948 constant
dollars). But Federal expenditures alone did not account for all
the increase that occurred during the decade after President
Truman’s speech. During that same decade, industrial R&D in-
vestments rose from an estimated $450 million to approximately
$3.7 billion in 1958, almost $3.0 billion in 1948 constant dollars
(NSF 1998, 82–93, table B-6).

The second element of President Truman’s proposed sci-
ence policy was to place greater emphasis on basic research
and medical research. Today, there exists a strong bipartisan
consensus that both categories of research need to be ad-
equately supported, even though they are rarely linked as ex-
plicitly as in President Truman’s AAAS address.

The third element of President Truman’s proposed science
policy—that a National Science Foundation should be estab-
lished—was, of course, accomplished 21 months later when,
on May 10, 1950, he signed the National Science Foundation
Act of 1950 into law.

The fourth element—that more aid should be granted to
universities, for both student scholarships and research fa-
cilities—indicated recognition by the administration of the
importance of universities to the national research enterprise.
Concerns about the World War II human resources deficit
discussed in both Science—The Endless Frontier and Science
and Public Policy no doubt underlay President Truman’s call
for more scholarships. Today, concerns about human resources
for science and engineering focus on the composition and
distribution of highly trained personnel across disciplines and
sectors, while the need to provide adequate facilities for uni-
versity research remains a perenial issue.

As the fifth and final element of his proposed science
policy, President Truman stressed the need for better coordi-
nation of the work of the Federal research agencies, reflect-
ing the desire of BoB for assistance in maintaining better
oversight of the burgeoning Federal R&D enterprise. That
concern began to be addressed in April 1951 when President
Truman established the SAC/ODM, a body that enjoyed some
access to the President and that, in November 1957, was el-
evated into the PSAC by President Eisenhower.

Having enumerated these elements of his proposed sci-
ence policy, the President devoted the remainder of his speech
to some of the major national needs that U.S. science was
being called upon to address, as well as the support that sci-
ence required in order to address those needs. In 1948, Cold
War tensions were rapidly escalating. Not surprisingly, then,
the President focused sharply on the obligations of U.S. sci-
ence to continue to support national security objectives. Sig-
nif icantly, he singled out what he called “pure—or
fundamental—research” as an area of the highest importance
to the country’s long-term national defense requirements.

The President suggested that the Federal Government had
two obligations in connection with the U.S. research system:
first, to see that the system received adequate funds and fa-
cilities; second, to ensure that scientists were provided with

working environments where research progress was possible.
Regarding the second of these obligations, he stressed that,
“pure research is arduous, demanding, and difficult. It requires
intense concentration, possible only when all the faculties of
the scientist are brought to bear on a problem, with no distur-
bances or distractions.” He went on to urge that, to the great-
est extent possible, the pursuit of research should be insulated
from day-to-day political concerns.

Near the conclusion of his address, President Truman spoke
about the need for greater public awareness of the importance
of research to the Nation:

The knowledge that we have now is but a fraction of the knowl-
edge we must get, whether for peaceful use or for national
defense. We must depend on intensive research to acquire the
further knowledge we need … These are truths that every
scientist knows. They are truths that the American people need
to understand (Truman 1948, 14).

New knowledge requirements, he emphasized, must encom-
pass all disciplines:

The physical sciences offer us tangible goods; the biological
sciences, tangible cures. The social sciences offer us better ways
of organizing our lives. I have high hopes, as our knowledge in
these fields increases, that the social sciences will enable us to
escape from those habits and thoughts which have resulted in
so much strife and tragedy (Truman 1948, 15).

“Now and in the years ahead,” he concluded, “we need, more
than anything else does, the honest and uncompromising com-
mon sense of science. When more of the peoples of the world
have learned the ways of thought of the scientist, we shall have
better reason to expect lasting peace and a fuller life for all.”

William J. Clinton, 1998
On February 13, 1998, during the current time of transi-

tion, President Clinton addressed AAAS at its 150th anniver-
sary meeting in Philadelphia (Clinton 1998). As might have
been expected, President Clinton made explicit reference to
his predecessor’s speech as a means for highlighting the revo-
lutionary changes that had occurred as a result of advances in
science and engineering during the intervening half-century.
That two of his references were to fields that did not even
exist in President Truman’s day—namely, space science and
information technology—provides one measure of the scope
of those changes.

President Clinton’s speech touched on many of the issues
that President Truman had raised 50 years earlier, although
with strikingly different emphases. President Truman’s first
point was that total national R&D investments should be
doubled, reflecting the Science and Public Policy’s conten-
tion that the overall level of those investments was inadequate
to the broad needs of the Nation. By contrast, President Clinton
was able to remind his audience that the FY 1999 budget pro-
posal that he had recently submitted to Congress included
substantial increases for most of the principal Federal research
agencies.45

45Budget of the United States Government for Fiscal Year 1999, p. 93–104.
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President Truman had linked basic research with medical
research in urging that greater emphasis be given to both.
President Clinton spoke more broadly about an expanded
commitment to discovery. In noting advances that had oc-
curred in health research, he reminded his audience that these
advances had depended upon progress in a wide range of sci-
ence and engineering fields.

Both presidents spoke about the conditions required for
the conduct of high quality research. But where President
Truman focused on insulating research from short-term po-
litical issues, President Clinton stressed the need for a long-
term, stable funding environment.

Perhaps the most telling contrast between the two speeches
was with the specific emphases placed on the national objec-
tives that research should serve. President Truman spoke at
length about science, engineering, and national security, which
was appropriate in a year in which Cold War tensions were
markedly increasing. However, the national security theme
was entirely absent from President Clinton’s speech. Rather,
his emphasis was on the economy, the environment, and qual-
ity of life. President Clinton also spoke about social respon-
sibility, noting that “it is incumbent upon both scientists and
public servants to ensure that science serves humanity always,
and never the other way around.” As an example, he referred
to ethical problems associated with advances in biotechnol-
ogy, a reference that President Truman could not possibly have
made, since the structure of the DNA molecule, a prerequi-
site for modern, molecular-based biotechnology, was not to
be discovered until 1953.

A good deal of President Truman’s speech had to do with
the obligations of the Federal Government toward science; in
contrast, President Clinton emphasized the need for strength-
ened partnerships between science and other national sectors.

Both presidents touched on the public understanding of
science: President Truman stressing the need for Americans
to understand the special needs of research; President Clinton,
the need to increase public awareness of the promise of sci-
ence for the future.

Both Presidents Truman and Clinton concluded their re-
marks by looking toward futures that appeared very different
in 1948 and 1998. President Truman’s optimism was guarded,
reflecting the still fresh memories of World War II and the
uncertainties inherent in the deepening Cold War. In contrast,
President Clinton’s concluding remarks, which linked ad-
vances in knowledge with fundamental American values, were
buoyant:

I believe in what you do. And I believe in the people who do
it. Most important, I believe in the promise of America, in the
idea that we must always marry our newest advances and
knowledge with our oldest values, and that when we do that,
it’s worked pretty well. That is what we must bring to the new
century (Clinton 1998, 10).

Current Visions/Key Policy Documents

Science in the National Interest (1994)
The concept of a National Science Foundation began to

take shape in 1944, near the end of a period in which national
defense had dominated the Nation’s agenda. Only a handful
of visionaries in science and government understood that a
well-articulated policy would be required in order for the Na-
tion to derive optimum peacetime benefits from science and
engineering.

As the 1990s opened, the United States faced the novel
challenge of redefining its goals and priorities in the post-
Cold War era. By then, the importance of science and engi-
neering to the United States had been firmly established.
Indeed, they had assumed a significance that the visionaries
of the 1940s probably could not have anticipated. Implemen-
tation of the recommendations of Science—The Endless Fron-
tier and Science and Public Policy, which their authors had
assumed would occur in a time of peace, actually took place
during a period when national defense considerations once again
dominated the national agenda. Thus, with the Cold War over, it
was useful to rearticulate the importance of science and engi-
neering to the Nation and redefine their roles in an era in which
social and economic concerns were destined to increase in im-
portance relative to national security concerns.

The organization of science and technology within the
Federal Government also evolved during the Cold War era in
response to changing political, economic, and social circum-
stances. In May 1976, the U.S. Congress, with the encour-
agement of President Gerald R. Ford, created the Office of
Science and Technology Policy (OSTP) within the Executive
Office of the President, in effect reconstituting the Office of
Science and Technology (OST), which had been created by
President John F. Kennedy in 1962 and abolished by Presi-
dent Richard M. Nixon in 1973. The National Science and
Technology Policy, Organization and Priorities Act of 1976
also provided for an external presidential committee analo-
gous to PSAC, which President Nixon abolished at the time
he abolished OST. This provision was finally implemented in
1989 when D. Allan Bromley, the President’s Assistant for
Science and Technology, convinced President George Bush
to establish the President’s Council of Advisors on Science
and Technology. In a coordinated action, Bromley reinvigo-
rated the Federal Coordinating Council for Science, Engineer-
ing, and Technology (FCCSET), a body consisting of the heads
of all U.S. Government agencies with significant science and
technology responsibilities. In 1993, President Clinton ex-
panded the membership of FCCSET to include the heads of
appropriate agencies within the Executive Office of the Presi-
dent, renaming it the National Science and Technology Coun-
cil (NSTC).

In 1994, 50 years after Senator Harley Kilgore (D-WV)
introduced his first bill to create a National Science Founda-
tion and President Roosevelt requested advice from Vannevar
Bush on the organization of science in the post-World War II
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era, the OSTP, in cooperation with the leading Federal sci-
ence and technology agencies, convened a Forum on Science
in the National Interest at NAS. Approximately 200 individu-
als from academia, industry, professional societies, and gov-
ernment participated in this event, suggesting the current
breadth and reach of the U.S. science and engineering enter-
prise. Science in the National Interest, published in August
1994, summarized its results (Clinton and Gore 1994).

The organization of the Forum on Science in the National
Interest, and the auspices under which it was convened, ex-
emplified some of the important changes that had occurred
in the status of science during the previous 50 years—in part
as a result of recommendations made during the first period
of transition. Science—The Endless Frontier was based upon
the private deliberations of four ad hoc committees of promi-
nent scientists convened to respond to a November 1944 let-
ter from President Roosevelt. Science and Public Policy was
prepared by a handful of mid-level staff within the Executive
Office of the President, who consulted with colleagues in other
Federal agencies and augmented their work by means of com-
missioned reports from nongovernment organizations. One
of its recommendations was to establish a mechanism to bring
important science policy issues to the attention of the highest
levels of government.

OSTP, which convened the January 31–February 1, 1994,
forum, was created to ensure that important science policy is-
sues would, in fact, receive attention at the highest levels of the
Federal Government. The fact that that agency even existed
and was able to bring together approximately 200 individuals
broadly representative of the Nation’s science and engineering
interests to articulate a vision for the future rather than relying
on a group of select committees or staff within the Federal agen-
cies suggests the changed social context in which science policy
is viewed since the first time of transition.

Although the key documents of the 1940s argued persua-
sively that investments in science would yield significant ben-
efits, they offered no specific, detailed examples. In contrast,
Science in the National Interest included a variety of one-
page, illustrated descriptions of benefits derived from those
investments.

The most striking example of an advance that has occurred
as a result of research investments was the simple, almost
taken-for-granted fact that the entire text of Science in the
National Interest was made available by way of the Internet,
a development that even visionaries who predicted the bright
future of information and communications technologies could
not have dreamed of 50 years ago.

Science in the National Interest noted explicitly that its
preparation did, in fact, occur during a time of transition. Af-
ter paying its respects to the visionaries of the late 1940s, its
second chapter, entitled “A Time of Transition,” went on to
articulate the new context in which national science policy
must be formulated:

The end of the Cold War has transformed international rela-
tionships and security needs. Highly competitive economies
have emerged in Europe and Asia, putting new stresses on

our private sector and on employment. The ongoing informa-
tion revolution both enables and demands new ways of doing
business. Our population diversity has increased, yielding new
opportunities to build on a traditional American strength.
Health and environmental responsibility present increasingly
complex challenges, and the literacy standards for a produc-
tive and fulfilling role in twenty-first century society are ex-
panding beyond the traditional “three R’s” into science and
technology (Clinton and Gore 1994, 3).

The report then suggested a framework for national sci-
ence policy in terms of five goals regarded as essential to
permit the U.S. scientific and engineering enterprise to ad-
dress essential national objectives:

1. Maintain leadership across the frontiers of scientific knowl-
edge.

2. Enhance connections between fundamental research and
national goals.

3. Stimulate partnerships that promote investments in fun-
damental science and engineering and effective use of
physical, human and financial resources.

4. Produce the finest scientists and engineers for the twenty-
first century.

5. Raise scientific and technological literacy of all Ameri-
cans (Clinton and Gore 1994, 7).

While stressing the desirability of reexamining and reshap-
ing U.S. science policy, Science in the National Interest also
emphasized that the core values that have enabled the Nation
to achieve so much should be kept clearly in view. A strong
commitment to investigator-initiated research and merit re-
view based on evaluation by scientific peers should be re-
garded as foremost among those core values.

Unlocking Our Future (1998)
In October 1945, the U.S. Senate convened hearings on

proposed legislation to create a National Science Foundation
that involved a large number of witnesses from different sec-
tors of the science and engineering enterprise, from educa-
tion associations, BoB, and several old-line executive branch
scientific bureaus. These and other, subsequent congressional
hearings on issues such as control of nuclear energy or re-
search in the military departments were instrumental in fo-
cusing widespread public attention on the importance of
science and engineering in the postwar era. They also initi-
ated a tradition of sustained congressional interest and atten-
tion to U.S. science policy. (See sidebar, “Congressional
Science Policy Hearings and Studies.”)

Following that tradition, on February 17, 1997, the Speaker
of the House of Representatives acknowledged the need to
reexamine the assumptions underlying U.S. science policy by
requesting that the House Science Committee undertake a
special study. Accordingly, Representative Vernon Ehlers (R-
MI), a Ph.D. physicist and former college professor, was asked
to lead a Committee study of “the current state of the Nation’s
science and technology policies” and to outline “a framework
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for an updated national science policy that can serve as a policy
guide to the Committee, Congress, and the Nation” (U.S.
House of Representatives Science Committee 1998, 6). The
full Science Committee held seven hearings in order to ob-
tain inputs for the study. In addition, Committee members
and staff met with individuals and groups interested in reex-
amining U.S. science policy. Finally, the Committee took ad-
vantage of advances in information and communications
technology by establishing a Web site to elicit comments and
suggestions from the public, and the report itself was first
made available to the public with the use of the Internet. The
Committee successfully completed its work with the release
of the report, entitled Unlocking Our Future: Toward a New
National Science Policy—which was first made available to
the public by way of the Internet—on September 24, 1998.

The Ehlers study was guided by a vision statement, which
also provided the foundation for its report, namely, “The
United States of America must maintain and improve its pre-
eminent position in science and technology in order to ad-
vance human understanding of the universe and all it contains,
and to improve the lives, health, and freedom of all peoples”
(U.S. House of Representatives Science Committee 1998, 7).

Unlocking Our Future noted that three basic components
of the scientific enterprise needed to be strengthened to en-
sure that this vision would be realized:

First, …we must ensure that the well of scientific discovery
does not run dry, by facilitating and encouraging advances in
fundamental research;

Second, we must see that … discoveries from this well must
be drawn continually and applied to the development of new
products or processes, to solutions for societal or environ-
mental challenges, or simply used to establish the foundation
for further discoveries;

Finally, we must strengthen both the education we depend
upon to produce the diverse array of people who draw from
and replenish the well of discovery, as well as the lines of
communication between scientists and engineers and the
American people (U.S. House of Representatives Science
Committee 1998, 12).

The report went on to discuss these components in con-
siderable detail in terms of themes and issues that, along with
those articulated in Science in the National Interest, provide
a useful counterpoint to the themes and issues set forth in the
key documents of the first time of transition.

Themes and Issues

Science in Service to Society
Because the objective of both Science in the National In-

terest and Unlocking Our Future was to reexamine science
policy in a changing economic, political, and social context,
both laid considerable emphasis on science in service to so-
ciety. Science in the National Interest asserted that “We must
reexamine and reshape our science policy both to sustain
America’s preeminence in science and to facilitate the role of
science in the broader national interest” (Clinton and Gore
1994, 3).

Both reports emphasized the importance of research to
health, economic prosperity, national security, environmen-
tal responsibility, and improved quality of life, as well as its
contribution to the general culture. Unlocking Our Future also
stressed the importance of science and engineering results to
decisionmaking:

We believe this role for science will take on increasing im-
portance, particularly as we face difficult decisions related to
the environment. Accomplishing this goal will require, among
other things, the development of research agendas aimed at
analyzing and resolving contentious issues, and will demand
closer coordination among scientists, engineers, and
policymakers (U.S. House of Representatives Science Com-
mittee 1998, 5).

Research Investments
Both reports acknowledged the indispensable role that

Federal research investments play in maintaining the preemi-
nence of the U.S. science and engineering enterprise and tac-
itly assumed that a broad bipartisan consensus to maintain
that support would persist. According to Science in the Na-
tional Interest,

To fulfill our responsibility to future generations by ensur-
ing that our children can compete in the global economy,
we must invest in the scientific enterprise at a rate com-
mensurate with its growing importance to society. That
means we must provide physical infrastructure that facili-
tates world class research, including access to cutting-edge
scientific instrumentation and to world-class information and
communication systems (Clinton and Gore 1994, 1).

Unlocking Our Future emphasized that:

Science—including understanding-driven research, targeted
basic research, and mission-directed research—must be given
the opportunity to thrive, as it is the precursor to new and
better understanding, products and processes. The Federal in-
vestment in science has yielded stunning payoffs. It has
spawned not only new products, but also entire industries (U.S.
House of Representatives Science Committee 1998, 4).

Character of the Research System
Both reports agreed that, although adequate Federal sup-

port would continue to be essential to the science and engi-
neering enterprise and would almost certainly continue to be
forthcoming, its level would continue to be constrained. There-
fore, it would be necessary to establish priorities for Federal
support, taking into account the current and future character
of the research system and its ability to contribute to societal
goals. Unlocking Our Future stressed the need to take into
account the entire Federal Government science and technol-
ogy system, including the mission agencies, in determining
priorities for Federal investments: “Research within Federal
government agencies and departments ranges from purely
basic knowledge-driven research, to targeted basic research,
applied research and, in some cases, even product develop-
ment” (U.S. House of Representatives Science Committee
1998, 16).
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� Hearings on National Science Foundation legisla-
tion (October–November 1945). Joint hearings on two
separate bills to create a National Science Foundation were
held by the Senate Committee on Military Affairs start-
ing on October 8, 1945, and extending to November 2
(England 1983). (See “Congressional Initiatives.”) These
hearings, which involved approximately 100 witnesses,
provided the first occasion for a wide-ranging explora-
tion of the status and future potential of science–govern-
ment relations, including Federal support for research and
education, and government organization for science. Rep-
resentatives of ad hoc groups of nuclear physicists who
were opposed to continued control of nuclear energy by
the War Department used these hearings as the first op-
portunity to air their views in Congress, leading eventu-
ally to a decision of Senator Brien McMahon (D-CT) to
introduce legislation (through another committee) that led
to the creation of the Atomic Energy Commission on
August 1, 1946. These hearings also resulted in a com-
promise bill to create a National Science Foundation,
which passed the Senate in July 1946 but died when the
House of Representatives declined to consider it.

� Hearings on space policy (1957–58). On November
25, 1957, six weeks after the Soviet Union launched Sput-
nik I on October 4, the Preparedness Subcommittee of
the Senate Armed Services Committee convened hear-
ings on U.S. space activities under the chairmanship of
Senate Majority Leader Lyndon B. Johnson (D-TX) (U.S.
House of Representatives 1980, 5–27). One immediate
outcome was the establishment by the Senate of a Com-
mittee on Space Astronautics, chaired by Johnson, on
February 6, 1958. The House followed suit on March 5
by establishing a Select Committee on Astronautics and
Space Exploration chaired by House Majority Leader John
McCormack (D-MA), with Representative Gerald R. Ford
(R-MI) one of six minority members. Hearings before the
Senate and House Committees resulted in the enactment
of legislation to create the National Aeronautics and Space
Administration on July 29, 1958. As a result of the im-
pressive achievements of its Select Committee, the House
also decided to establish a Standing Committee on Sci-
ence and Astronautics on January 3, 1959.

� Review of the National Science Foundation (1965–
68). In 1963, George P. Miller (D-CA), Chairman of the
House Committee on Science and Astronautics, convinced
his colleagues that, because of the increasing size and com-
plexity of the Federal research system, the House should
establish a mechanism to permit a more continuous, in-
depth oversight of the system than had previously been
necessary (U.S. House of Representatives 1980, 127–62).
Accordingly, the Subcommittee on Science, Research, and

Congressional Science Policy Hearings and Studies

Development, chaired by Emilio Q. Daddario (D-CT), was
created on August 23, 1963. Among the subcommittee’s
first actions were to organize a series of periodic special
seminars and panels with the objective of providing op-
portunities for members of Congress to meet and interact
with members of the science and engineering communi-
ties; to request a detailed study from the Legislative Ref-
erence Service of the Library of Congress on the aids and
tools available to Congress in the area of science and tech-
nology; and to send to the House floor legislation to cre-
ate a Science Policy Research Division within the Library
of Congress, which was enacted in 1964. In December
1965, the subcommittee received from this new unit a
report titled The National Science Foundation—Its Present
and Its Future, which provided the basis for a series of
hearings designed to revise, update, and broaden the Na-
tional Science Foundation Act of 1950. These hearings
demonstrated widespread support for the Foundation, but
also suggested that the agency had become a sufficiently
significant component of the U.S. science and engineer-
ing enterprise to play a more active role than had been the
case up to that time. Legislation enacted on July 18, 1968,
amended the 1950 Act by requiring annual authorization
for the agency; elevating its deputy director to the status of
a presidential appointee; including the social sciences ex-
plicitly among those qualifying for National Science Foun-
dation support; requiring that National Science Foundation
analyze rather than simply gather and disseminate data on
the condition of the science and engineering enterprise;
and requiring that the National Science Board submit an
annual report to the Congress through the President. (See
“Congressional and Presidential Directives.”)

In November–December 1969, the Subcommittee held
a series of hearings that resulted, in 1972, in an Act to
create the Office of Technology Assessment. Daddario
was subsequently selected as the Office of Technology
Assessment’s first director.

� Review of Federal policy and organization for sci-
ence and technology (1973–76). The Presidential Sci-
ence Advisory System, established by President
Eisenhower with the creation of the President’s Science
Advisory Committee and the appointment of James
Killian as his full-time science advisor, and expanded with
President Kennedy’s creation of the Office of Science and
Technology within the Executive Office of the President,
enjoyed broad support in the Congress. After the
President’s Science Advisory Council and the Office of
Science and Technology were abolished in January 1973,
the House Subcommittee on Science, Research, and De-
velopment convened hearings, beginning in July of that
year, on Federal policy and organization for science and
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technology.* Expanded hearings were held before the full
parent Committee on Science and Technology in June–
July 1975.** A majority of witnesses, including six former
presidential science advisors, urged that Congress enact
legislation to reestablish some type of presidential sci-
ence advisory system. Parallel hearings leading to a simi-
lar conclusion were also held by the Subcommittee on the
National Science Foundation of the Senate Committee on
Labor and Public Welfare, chaired by Senator Edward M.
Kennedy (D-MA). Gerald R. Ford, who became Presi-
dent following the resignation of Richard M. Nixon on
August 8, 1975, was sympathetic to recreating such a sys-
tem and directed Vice President Nelson A. Rockefeller to
negotiate the matter with the Senate and House. These
negotiations led to enactment, on May 11, 1976, of legis-
lation creating the Office of Science and Technology
Policy within the Executive Office of the President and
articulating for the first time the consensus of Congress
on the principles and elements of an adequate national
science policy.***

� House Science Policy Task Force study (1985–86).
In 1984, Congressman Don Fuqua (D-FL), Chairman of
the House Science and Technology Committee, noted that
Congress had not organized a broad review of national
science policy since the Daddario Subcommittee hearings
20 years earlier. In July of that year, he convinced his col-
leagues to establish an ad hoc Science Policy Task Force
within the Committee, which he also agreed to chair.
During 1985 and 1986, the Fuqua task force held hear-
ings on the entire range of science policy issues, includ-
ing Federal support for research, research facilities in
universities and Federal laboratories, science education,

university–industry cooperation, the role of the public in
setting the national research agenda, and international
scientific cooperation, with an emphasis on cooperation
in “big science.” The task force also commissioned sev-
eral special studies, including a collection of articles en-
titled Reader on Expertise and Democratic Decision
Making and A History of Science Policy in the United
States, 1940–85. The results of the two-year task force
study were published in a multivolume set.

� House Science Committee study (1997–98). In Feb-
ruary 1997, the Speaker of the House of Representatives
requested that the House Science Committee,****
Chaired by James Sensenbrenner (R-WI), conduct a study
to outline “a framework for an updated national science
policy that can serve as a policy guide to the Committee,
Congress, and the Nation.” (See “Current Visions/Key
Policy Documents.”) Hearings and special meetings dur-
ing the next two years under the guidance of Vernon
Ehlers (R-MI) led, on September 24, 1998, to the release
of a report entitled Unlocking Our Future (U.S. House
of Representatives Science Committee 1998). Consist-
ing of 51 pages of text, including four pages of summary
recommendations, in addition to a four-page list of
sources, the Ehlers report grouped its findings under four
major headings: (I) Ensuring the Flow of New Ideas, (II)
The Private Sector’s Role in the Scientific Enterprise,
(III) Ensuring that Technical Decisions Made by Gov-
ernment Bodies Are Founded in Sound Science, and (IV)
Sustaining the Research Enterprise—The Importance of
Education. In presentations to several scientific society
meetings, Congressman Ehlers expressed the hope that
the report would be only a first step in an ongoing pro-
cess in which Congress would focus more actively on
science policy, perhaps reviewing it every five years.*U.S. Code Congressional and Administrative News, 94th Congress,

Second Session, vol. I, pp. 882–903.
**The Committee on Science and Astronautics was renamed the Com-

mittee on Science and Technology in January 1975.
***National Science and Technology Policy, Organization, and Pri-

orities Act of 1976. Public Law 94-282, enacted May 11, 1976.
****The House Science and Technology Committee was renamed

the House Science Committee in January 1995.
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Unlocking Our Future also recognized the indispensable and
increasingly important role of private industry both as supporter
and performer of research. However, both reports emphasized
the centrality of universities to the entire U.S. research enter-
prise. Science in the National Interest asserted that:

A significant fraction of research, particularly fundamental
research, is performed at academic institutions. This has mul-
tiple benefits. Research and education are linked in an ex-
tremely productive way. The intellectual freedom afforded
academic researchers and the constant renewal brought by
successive generations of inquisitive young minds stimulate
the research enterprise (Clinton and Gore 1994, 7).

The increasing importance of multidisciplinary research,
particularly as a basis for addressing national goals, was also
emphasized by both reports.

Human Resources for Science and Engineering
Both reports assigned a high priority to human resources

as an integral element of science policy. Science in the Na-
tional Interest stated that “The challenges of the twenty-first
century will place a high premium on sustained excellence in
scientific research and education. We approach the future with
a strong foundation” (Clinton and Gore 1994, 2). An adequate
education for the 21st century requires greater flexibility,
particularly at the graduate school level. Unlocking Our Fu-
ture asserted that “While continuing to train scientists and
engineers of unsurpassed quality, the higher education proc-
ess should allow for better preparation of students who plan
to seek careers outside of academia by increasing flexibility
in graduate training programs” (U.S. House of Representa-
tives Science Committee 1998, 42).

Both reports agreed that science education at all levels,
including adequate science education for nonspecialists, was
essential to the national interest. According to Unlocking Our
Future, “Not only must we ensure that we continue to pro-
duce world-class scientists and engineers, we must also pro-
vide every citizen with an adequate grounding in science and
math if we are to give them an opportunity to succeed in the
technology-based world of tomorrow—a lifelong learning
proposition” (U.S. House of Representatives Science Com-
mittee 1998, 5).

Partnerships
Preparation of both reports involved the active participation

of individuals and groups with interests in the U.S. science and
engineering enterprise. Appropriately, then, both emphasized
the importance of partnerships in maintaining the vitality of
the enterprise and strengthening its links with society. Unlock-
ing Our Future took special note of the fact that:

The science policy described herein outlines not only pos-
sible roles for Federal entities such as Congress and the Ex-
ecutive branch, but also implicit responsibilities of other
important players in the research enterprise, such as States,
universities and industry. We believe such a comprehensive
approach is warranted given the highly interconnected rela-
tionships among the various players in the science and tech-
nology enterprise (U.S. House of Representatives Science
Committee 1998, 11).

More broadly,

Each member of society plays an important part in the scien-
tific enterprise. Whether a chemist or a first-grade teacher,
an aerospace engineer or machine shop worker, a patent law-
yer or medical patient, we all should possess some degree of
knowledge about, or familiarity with, science and technol-
ogy if we are to exercise our individual roles effectively (U.S.
House of Representatives Science Committee 1998, 36).

Science in the National Interest noted that:

Science advances the national interest and improves our qual-
ity of life only as part of a larger enterprise. Today’s science
and technology enterprise is more like an ecosystem than a
production line. Fundamental science and technological ad-
vances are interdependent, and the steps from fundamental
science to the marketplace or to the clinic require healthy in-
stitutions and entrepreneurial spirit across society (Clinton
and Gore 1994, 8).

Accountability
Because the overall objective of both reports was to exam-

ine the changing character of science and engineering in a
rapidly changing social, economic, and political context, both
laid considerable emphasis on public accountability. Science
in the National Interest asserted the accountability theme sim-
ply and concisely at the outset: “The principal sponsors and
beneficiaries of our scientific enterprise are the American
people. Their continued support, rooted in the recognition of
science as the foundation of a modern knowledge-based tech-
nological society, is essential” (Clinton and Gore 1994, 1).
However, obtaining and maintaining broad public support, as
Unlocking Our Future emphasized, requires the active en-
gagement of individuals from several types of institution:

Whether through better communication among scientists, jour-
nalists, and the public, increased recognition of the impor-
tance of mission-directed research, or methods to ensure that,
by setting priorities, we reap ever greater returns on the re-
search investment, strong ties between science and society
are paramount. Re-forging those ties with the American people
is perhaps the single most important challenge facing sci-
ence and engineering in the near future (U.S. House of Rep-
resentatives Science Committee 1998, 5).

International Dimensions
Both reports emphasized that cognizance of the interna-

tional dimensions of research would be essential in formulat-
ing an adequate national science policy for the 21st century.
Unlocking Our Future recognized that international collabo-
rations are among the many types of partnership that indi-
vidual scientists and engineers require to work effectively:
“Although science is believed by many to be a largely indi-
vidual endeavor, it is in fact often a collaborative effort. In
forging collaborations, scientists often work without concern
for international boundaries. Most international scientific
collaborations take place on the level of individual scientists
or laboratories” (U.S. House of Representatives Science Com-
mittee 1998, 21).

Science in the National Interest emphasized the impor-
tance of the international dimensions of science both to the
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U.S. research enterprise and to U.S. national interests more
broadly:

The nature of science is international, and the free flow of
people, ideas, and data is essential to the health of our scien-
tific enterprise. Many of the scientific challenges, for example
in health, environment, and food, are global in scope and re-
quire on-site cooperation in many other countries. In addi-
tion to scientif ic benefits, collaborative scientif ic and
engineering projects bring Nations together thereby contrib-
uting to international understanding, good will, and sound
decision-making worldwide (Clinton and Gore 1994, 8).

Advances in Science and Engineering
NSF funding of basic research across a broad range of

disciplines as well as funding from other government agen-
cies, industry, and academia in the United States and abroad
has lead to many advances. Science and engineering break-
throughs have contributed to new capabilities in equipment
that subsequently have enabled newer discoveries. It is not
possible to review them all. The following discussion will be
only illustrative in nature and will point to other ongoing ef-
forts to identify and document such advances.

Central to the vision of the first transition period was the
desirability of encouraging and facilitating partnerships
among the three primary sectors of the U.S. research com-
munity: academia, industry, and government. Although the
relationships among these sectors have changed considerably
since that time, these partnerships have been essential to the
major advances in all fields of science and engineering that
have taken place during the past 50 years. These advances
have led us to a better understanding of ourselves and the
world around us. Increased understanding has, in turn, un-
derlain the development of new products and processes, which
have changed our everyday lives and the way we live them.
Deeper understanding of specific aspects of the natural and
human-influenced world has also demonstrated how little we
know in many cases and suggested the need for new ap-
proaches to address important scientific and engineering prob-
lems. This finding has led to increased multidisciplinary
research, international and intersectoral cooperation, and the
creation of disciplines and whole industries (for example, in-
formation technology and biotechnology industries) that did
not exist during the first transition period. Such advances have
changed our lives, our economy, and our society in important
and sometimes profound ways.46

The View by Indicators

Earlier editions of Science and Engineering Indicators re-
ports have discussed important discoveries and advances. For
example, the “Advances in Science and Engineering” chap-
ter of Science and Engineering Indicators – 1980 covered the
following areas:

� Black Holes,

� Gravity Waves,

� The Sun,

� Cognitive Science in Mathematics and Education,

� Information Flow in Biological Systems,

� Catalysts and Chemical Engineering, and

� Communications and Electronics.

The Science and Engineering Indicators – 1982  “Advances
in Science and Engineering” chapter covered the following
areas:

� Prime Numbers: Keys to the Code,

� The Pursuit of Fundamentality and Unity,

� The Science of Surfaces,

� Manmade Baskets for Artificial Enzymes,

� Opiate Peptides and Receptors,

� Helping Plants Fight Disease, and

� Exploring the Ocean Floor.

The Science and Engineering Indicators – 1985 chapter
entitled “Advances in Science and Engineering: The Role of
Instrumentation” covered five case studies illustrating the
important and synergistic roles that refinements in measur-
ing and computing technologies play in undergirding and link-
ing advances in science and engineering, as well as in
developing new fields, processes, and products in academia
and industry. The chapter highlighted the following areas:

� Spectroscopy—including a discussion of optical spectros-
copy, mass spectroscopy, and nuclear magnetic resonance
spectroscopy;

� Lasers—including discussions of applications in chemis-
try, measurement of fundamental standards, commercial
applications, and biomedical applications;

� Superconductivity—including discussions of the funda-
mental process, the search for superconductors, applica-
tions, and ultra-high-field magnets;

� Monoclonal Antibodies—including the discovery of the
technology, production of pure biochemical regents, stud-
ies of cell development, potential medical applications, and
engineered monoclonal antibodies; and

� Advanced Scientific Computing—assisting scientists and
engineers to test ideas on the forces moving the Earth’s
plates, track the path an electron takes within the mag-
netic fields of a neutron star, link a fragment of viral DNA
to a human gene, watch plasmas undulating within fusion
reactors yet to be built, form and reform digital clouds
and monitor the formation of tornadoes, see galaxies born
and watch their spiral arms take shape, set the clock at the
(almost) very beginning and recreate the universe, begin

46See “100 Years of Innovation: A Photographic Journey,” Business Week,
Summer Special Issue 1999 for a remarkable essay of how science, technol-
ogy, and innovation have changed our lives.
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to think about confirming and denying the root theories of
proton and neutron structure in order to test our ideas of
the nature of matter, and predict how a spacecraft will glide
through the atmosphere of Jupiter.

Some of the cutting-edge problems discussed in these ear-
lier chapters remain current. Others have long since been re-
solved and are now regarded as commonplace. This illustrates
the rapidly changing nature of discoveries in science and en-
gineering as well as the difficulties in predicting what new
advances will occur and when.

Contributions from the Past
and Toward the Future

The basis for some of the advances of the past 50 years
occurred during the first transition period. For example, the
transistor was invented in 1947, ultimately leading to the in-
vention of microchips in the 1960s. The Electronic Numeri-
cal Integrator and Computer, developed by University of
Pennsylvania engineers, first became operational in 1948 and
was the progenitor of several generations of computers, in-
cluding the personal computer, first introduced in the 1970s.
Information technologies resulted from the fusion of com-
puter and communications technologies. Through informa-
tion technologies, advances in materials science and physics
have led, in turn, to new industries (see NRC 1999 and Huttner
1999), streamlined processes in traditional industries, and
expanded scientific capabilities. (See chapter 9 for a discus-
sion of the significance of information technologies.)

Scientists and engineers from all over the globe have joined
together to explore space and our universe. Based on accom-
plishments over time from many countries, the United States
was able to send a man to the moon and back in 1969 and a
tiny Sojourner rover to Mars in 1997; both captured our imagi-
nations and enhanced our understanding of our universe.
Construction of an international space station is now under
way with men and women contributing to its development
and its associated missions.

The bases for many of the significant advances that have
occurred since the late 1940s have been consistent with the
importance of developing partnerships as well as the impor-
tance of encouraging individual researchers to pursue new
and innovative ideas. In the area of medicine, the polio vac-
cine was developed in the 1950s by physician Jonas Salk, and
microbiologist Albert Sabin later developed an oral vaccine.
The first heart transplant was performed in 1967. Today many
organs are being transplanted or replaced with artificial parts
or organs, and researchers are making use of fundamental
knowledge to investigate the role of genetics in preventative
treatment for some diseases.

The double helical structure of the DNA molecule was
discovered in the 1950s, and recombinant DNA techniques
(or gene splicing) occurred in the early 1970s, leading to many
additional advances. Researchers around the world are striv-
ing to complete the human genome project. Advances in a
variety of subfields of the biosciences have resulted in vast

amounts of new data, leading to the problem of how to store,
interpret, and make these data available to researchers in other
subfields. Researchers in computer sciences and biological
sciences have addressed this problem by creating the entirely
new field of biological informatics, which applies advances
in information technology to make possible further under-
standing of biological systems.

In plant biology, researchers currently apply genetic engi-
neering to develop crops resistant to disease and insects. It is
now known that all flowering plants derive from a common
ancestry and share a common set of biochemical pathways.
This knowledge has led plant biologists to direct their coor-
dinated research efforts toward developing a complete un-
derstanding of a small, relatively simple flowering plant,
Arabidopsis, that serves as a model organism. Scientist around
the globe, in a multiagency, multinational project, are map-
ping and identifying the function and location of all the genes
in Arabidopsis. New fundamental discoveries from this ini-
tiative have already led to significant improvements in sev-
eral crop plants and may possibly result in totally new crops
in the future. The Arabidopsis project is also providing infor-
mation that can be used to study genes from a variety of more
complex organisms, ranging from corn and wheat to mice
and humans.

Breakthroughs are not without controversy. The cloning
of Dolly the sheep, the first mammal to be cloned from an
adult cell, has been a triumph and a concern. It is an example
of the importance of dialogue with the public and better un-
derstanding of societal concerns. Findings in Chapter 8 on
public attitudes and understanding of science and technology
show that the public greatly appreciates scientific discover-
ies, although they do not always fully understand them. Also
a large majority believe that in general the benefits of scien-
tific research outweigh harmful results. Nonetheless, when
asked about genetic engineering, the U.S. public’s answers
are more evenly divided.

Over the past half-century, discoveries associated with NSF
funding47 include materials science discoveries by engineers,
chemists, physicists, biologists, metallurgists, computer sci-
entists, and other researchers. These advances have led to in-
creased data storage capacity of computer systems, advances
in semiconductor lasers, improvements in compact disc play-
ers and laser printers, new medical applications, and major
breakthroughs in synthetic polymers which are found today
in products from clothing to automobiles.

Because of the complex nature of both research itself and
its links to possible useful products and processes, there is
often a delay between the dissemination of fundamental
knowledge and its eventual outcome or effect on products or
processes. Therefore it is not always easy to trace back to the
precise origins of all discoveries. Nevertheless, a number of
studies have accomplished this goal. For example, an early
study contracted for by NSF, entitled Technology in

47See America’s Investment in the Future, an NSF publication in press, for
an engaging and broad-ranging discussion of important discoveries made by
researchers funded by NSF.
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Retrospect and Critical Events in Science (Illinois Institute
of Technology 1968; commonly known as the “Traces” study)
chronicled and traced the development of important innova-
tions such as magnetic ferrites, videotape recorders, the oral
contraceptive pill, the electron microscope, and matrix isola-
tion, an example of a scientific technique used in certain
chemical processing industries. In most cases, the traces em-
phasized the importance of nonmission research and contri-
butions from all sectors and their interplay. The study pointed
out the importance of interaction between science and tech-
nology and interdisciplinary communication as well as dem-
onstrated the long-term, sometimes serendipitous, nature of
innovation. This social science study was a precursor to many
of today’s efforts to trace innovations and conduct account-
ability studies such as called for under the Government Per-
formance and Review Act (see chapter 2 for more explanation
of this Act). Current studies and different approaches also
demonstrate the close nature of science and technology to
new products and processes (NSB 1998b; Narin, Hamilton,
and Olivastro 1997).

A more traditional way of acknowledging important sci-
entific discoveries and breakthroughs is with awards. The most
famous scientific award is the Nobel Prize. Appendix table
1-1 lists the various Nobel Prizes since the 1950s and the
accomplishments that they celebrate. An examination of the
discoveries listed provides a glimpse into the progress in sev-
eral fields.

Research is increasingly collaborative and interdisci-
plinary in nature. Findings from one country, discipline,
or sector can build on those developed in others, highlight-
ing the importance of alliances and partnerships. Chapters
2 and 6 show how such collaborative activities have in-
creased over the past decade. As one important example of
interdisciplinary research, computer scientists, mathema-
ticians, and cognitive scientists have joined forces with
scholars in the humanities to conduct research on model-
ing and visualization techniques to address a variety of
problems from modeling the human heart or brain to mod-
eling traffic patterns. Nanotechnology is another impor-
tant emerging interdisciplinary f ield that has many
potentially valuable applications. International cooperation
has also increased considerably during the past 50 years,
with many large-scale scientific projects planned and fi-
nanced internationally from the outset.

With the help of ever more powerful instruments—be it
the Hubble telescope or the new Gemini telescopes—astrono-
mers and astrophysicists are increasing understanding of our
solar system and even reaching beyond to discover planets
outside of our solar system. An important recent example is
the Gemini project, to construct and operate a pair of identi-
cal, state-of-the-art, 8-meter optical telescopes in the North-
ern and Southern Hemisphere (at Mauna Kea, Hawaii, and
Cerro Pachon, Chile). Project Gemini is an international
project involving the United States, the United Kingdom,
Canada, Argentina, Australia, Brazil, and Chile. Gemini North
has been dedicated and has provided some of the sharpest

infrared images ever obtained by a ground-based telescope.
These first high-resolution images from Gemini North re-
veal the remarkable power of the telescope’s technologies,
which minimize distortions that have blurred astronomical
images since Galileo first pointed a telescope skyward al-
most 400 years ago. The clarity of these images is equivalent
to resolving the separation between a set of automobile head-
lights at a distance of 2,000 miles.

Large-scale physics facilities such as Centre Européenne
pour la Recherche Nucléaire and its Large Hadron Collider
are also investigating the structure of our universe from the
atomic to the cosmic scale in a fascinating and different fash-
ion. The work of astronomers and physicists have created new
knowledge about the infinite vastness and smallness of our
marvelous universe. Physics in the Twentieth Century by Curt
Suplee (1999) documents many of the important break-
throughs in physics, and the May 1999 issue of Physics To-
day heralds many of the triumphs in astronomy over the past
100 years.

Discoveries in the geosciences and engineering have en-
abled us to better prepare for and predict disasters such as
earthquakes and to mitigate economic and social effects of
long-term weather phenomenon such as El Niño. New dis-
coveries related to plate tectonics and discoveries from inter-
disciplinary polar science research have increased our
understanding of our world, its structure, and its atmosphere.

Advances in the social and behavioral sciences cannot be
ignored and are key to solving and understanding some of
our Nation’s and world’s most complex problems. Better un-
derstanding of economics and game theory, risk assessment,
and cognitive science have made important contributions to
our economy and well-being.

The Importance of Human Resource
Development: The NSF Class of 1952

None of these advances could have been accomplished
without the hard work of numerous talented scientists and
engineers and their students. From the beginning, NSF rec-
ognized the importance of educating and training young
people in science and engineering fields; improving and link-
ing education and research continue to be a major priority
and contribution of NSF. Of the $3.5 million appropriated by
Congress for the new Foundation’s first full fiscal year (from
July 1, 1951, through June 30, 1952), NSF expended approxi-
mately $1.07 million for 97 research grants and approximately
$1.53 million to award 535 predoctoral and 38 postdoctoral
fellowships.

The new fellows were informed of their awards during the
first week of April 1952. Among the predoctoral fellowship
recipients, 154 were listed as first-year students, that is, col-
lege seniors intending to enroll in graduate school in the fall;
165 were completing their first year as graduate students, and
216 had completed two years or more. Arguably, these 573
fellowships, awarded to aspiring scientists and engineers in 47
states and the District of Columbia, composed the first widely
visible indication that NSF was open and ready for business.
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The first recipients of NSF fellowships made important
contributions from many fields and sectors—both within sci-
ence and engineering fields and outside of these disciplines.
A short historical reprise of what the NSF fellowship meant
to these first recipients shows that it helped many to decide to
go into science, assisted in bolstering confidence, and made
a significant difference in being able to choose their own ar-
eas of study. The first fellows included many who would later
become prominent, such as Nobel Prize Winners Burton Rich-
ter and James Cronin, and Maxine Singer, a co-discoverer of
recombinant DNA, now President of the Carnegie Institution
of Washington and the 1999 recipient of the NSB’s Vannevar
Bush award. Also they included many who, although less
prominent, have contributed to their fields; to government,
industry, and academia; and to their communities.

 The following excerpts are from a survey and report of
the first fellows by William A. Blanpied, summarized in “The
National Science Foundation Class of 1952” (Blanpied 1999).
These excerpts give a flavor of the times as well as what the
NSF fellowship meant to the careers and lives of these then
young people—approximately 100 members of the NSF Class
of ’52 who responded to a personal letter. This group of sci-
entists and engineers have had professional careers approxi-
mately spanning the lifetime of the Foundation, and their
recollections of their fellowship years and the impacts of those
years on their subsequent professional life provide insights
into the personal impacts as well as societal impacts of sup-
porting bright young scientists and engineers. The birth years
of these respondents range from 1917 through 1932, the me-
dian year being 1929. Many experienced military service in
World War II and noted that their undergraduate education
had been made possible, at least in part, by benefits received
from the GI bill of rights,48 which had been enacted in June
1944. U.S. higher education was becoming democratized dur-
ing their undergraduate years.

Peter von Hippel, among the youngest of the Class of  ’52,
recalled classmates who were “given the GI bill of rights,
often considerably older and more mature.” Peter von Hippel
was then in his last year of a five-year combined bachelor’s/
master’s in science program in biophysics at MIT which he
believes was the first undergraduate biophysics program in
the country. Von Hippel is now the American Cancer Society
Research Professor of Chemistry at the Institute of Molecu-
lar Biology at the University of Oregon.

Edward O. Wilson, now Pellegrino University Research
Professor at Harvard and then a student in Harvard’s Depart-
ment of Biology, recounted the thrill of getting the news of
the fellowship. “The announcements of the f irst NSF
predoctoral fellowships fell like a shower of gold on several
of my fellow students in Harvard’s Department of Biology on
a Friday morning in the spring of 1952. I was a bit let down
because I wasn’t among them, but then lifted up again when I

received the same good news the following Monday (my let-
ter was late).”

Joseph Hull, a geology major at Columbia, recalled, “I
knew that there were political implications when Senator Mike
Monroney of my home state, Oklahoma, wrote me a con-
gratulatory letter reminding me that he had voted for the bill.
I was also aware that supplying geographical diversity by be-
ing from Oklahoma gave me an edge in the selection. No
matter. I was exhilarated. Being an NSF Fellow carried a lot
of prestige.” Hull received his doctorate from Columbia in
1955 and then pursued a career with the petroleum industry.

Richard Lewontin, Professor of Biology at Harvard, had
even earlier knowledge of NSF. “When I was a high school
senior in 1946,” he wrote,

I was in the first wave of Westinghouse Science Talent Search
winners. One of the things that the group did when we went
to Washington was to testify before a congressional commit-
tee that was considering the National Science Foundation leg-
islation. As bright high school students, it was our task to tell
a somewhat reluctant congressional committee that the Fed-
eral support of science through a National Science Founda-
tion would be a good thing. I do not know if that testimony
had any influence, but you may well imagine that I remember
the occasion very well.

Josephine Raskind, later Peter von Hippel’s wife, was a class-
mate of Lewontin’s at Forest Hills High School and a co-
Westinghouse finalist. She recalls meeting President Truman
and physicist Lise Meitner, among others, on that 1946 trip
to Washington.

At least three other members of the NSF Class of ’52 had
also been Westinghouse finalists. One was Alan J. Goldman,
currently in the Mathematical Sciences Department of the
Whiting School of Engineering at The Johns Hopkins Uni-
versity, who wrote that the multiday trip to Washington for
the finalists was the first time he had been away from his
family even overnight. Another was Andrew Sessler, now
Distinguished Senior Scientist at the Lawrence Berkeley labo-
ratory. The third was Barbara Wolff Searle, who reported that
she was the “top girl” in that group in 1947. Searle was also
among 32 women who received NSF fellowships in 1952.
Remarkably, 5 of those 32 were seniors at Swarthmore Col-
lege. “The men who took the exam were not slouches,” Searle
recalled,“ but whatever the test tested, we (the women) did
better at.” Two other members of the Swarthmore-5 also re-
sponded to the November 1998 letter: Vivienne Nachmias,
recently retired as Professor in the Department of Cellular
and Developmental Biology at the University of Pennsylva-
nia School of Medicine, and Maxine Singer, President of the
Carnegie Institution of Washington. Searle herself recently
retired from the staff of the World Bank, where she served for
several years as an education specialist.

Joseph Berkowitz, who was working in the nuclear reac-
tor program at Brookhaven National Laboratory when he re-
ceived the fellowship that allowed him to pursue graduate
work in chemistry at Harvard, had graduated from New York
University as a member of the Class of 1951. “The opportu-
nity to attend graduate school at Harvard opened entirely new

48An Act to Provide Federal Government Aid for the Readjustment in Ci-
vilian Life of Returning World War II Veterans. Public Law 78-346, enacted
June 22, 1944.
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vistas for me,” he recalled. “My fellow students were quite
different from the ones I encountered as an engineering stu-
dent. I discovered the addiction to basic research. I had the
opportunity to attend lectures by future Nobel Prize winners.
It launched me on a life-long career in basic research, which
I didn’t know was possible in my youth. It’s probably no ex-
aggeration to say that the NSF predoctoral fellowship changed
the direction of my life.” Berkowitz, who spent much of his
career at Argonne National Laboratory, is now an Emeritus
Senior Scientist at that facility.

Several respondents also noted that their fellowships al-
lowed them to change their research directions. Burton Rich-
ter, Director Emeritus of SLAC and a Nobel Laureate in
Physics, recalled that, as a student at MIT, he was working …

on an experiment [at the National Magnet Laboratory] to de-
termine the hyperfine structure of the radioactive mercury
isotopes. My job was to make the radioactive mercury iso-
topes, which I did by a kind of inverse alchemy turning gold
into mercury using the MIT cyclotron. I began to find myself
more interested in what was going on at the cyclotron labora-
tory than in what was going on with my experiment. As my
interest grew, I decided that perhaps I should change fields. I
went off to spend three months at Brookhaven seeing what
particle physics was like. I found I loved it and on return trans-
ferred to the synchrotron laboratory and began working in
the direction that I have pursued ever since. It may be that I
could have done all of this with a normal graduate research
assistantship but it would certainly have been more difficult.
I would have had to find a professor who was willing to spend
his own research money to give a young student an opportu-
nity to try out some different area.

Robert M. Mazo, a senior chemistry major at Harvard in
the spring of 1952 and now Professor Emeritus in the De-
partment of Chemistry and Institute of Theoretical Science at
the University of Oregon, suggested that there were …

two primary classes of people affected by the fellowship pro-
gram. There were those like me, already intellectually com-
mitted to a career in science, but uncertain about practical
ways and means [of financing their graduate education]. Then
there were those, many with great abilities, which were un-
sure about their career aims. The existence of a fellowship
program temporarily freeing them from financial stress tipped
the balance in favor of a career in science for many.

“My NSF year,” as Swarthmore graduate Vivianne T.
Nachmias recalled,

was primarily a year that allowed me to try things out, to
search, to take more graduate studies, and so to narrow my
field of interest. I had the fixed idea that the only thing to
study was the brain. But how? After my year with NSF sup-
port [in the Harvard Department of Chemistry], I went across
the river to Harvard Medical School and there in the first
year, I encountered cells, in my histology course with Helen
Padykula as instructor. I did my first successful project with
her (on muscle cells) and from then on I was as interested in
cells as in the brain.

Nachmias went on to earn a medical degree from the Univer-
sity of Rochester in 1957 and subsequently pursued a career
in biomedical research. She conjectured that another reason
for her decision to pursue a medical degree rather than a doc-

torate may have been that “at that time there was only, to my
knowledge, one woman professor at Harvard, and she, a very
successful astronomer, was from Russia.49 One indeed might
conclude that there was not much chance of success along
traditional graduate lines. On the other hand, one did see prac-
ticing physicians, though admittedly not many. The current
scene is one of women succeeding in biology all over the
place.”

A few of the first fellows reported that, although they had
entered graduate school intending to pursue careers in indus-
try, their fellowship years convinced them to turn to academic
careers instead. In contrast, George W. Parshall recalled that:

the academic progress and the financial freedom afforded by
the fellowship gave me the liberty to explore a career in in-
dustry through summer employment. With the concurrence
of my advisor, I accepted an offer from the Chemical Depart-
ment of the DuPont Company to spend the summer of 1953
at their Experimental Station in Wilmington, Delaware. That
summer was an eye-opener! I was assigned to work with a
team of chemists who were exploring the chemistry of a newly
discovered compound, dicyclopentadienyliron, later dubbed
ferrocene.

That experience also convinced Parshall to pursue a research
career with DuPont after receiving his doctorate from the
University of Illinois in 1954.

Certainly many of the recipients benefited personally, and
most continue to be grateful for the opportunity given them
almost one-half century ago. Harry R. Powers, Jr., who re-
ceived his doctorate in plant pathology from North Carolina
University in 1953 and has recently retired after his career
with the U.S. Forest Service, recalled that, in the spring of
1952,

I was in the second year of my Ph.D. program. However, my
family had quite a few medical bills that year, and as was
usually the case, we had no medical insurance. I could see no
way out except to leave school and get a job. Fortunately, our
department head had encouraged all of the graduate students
to take the test, a hard 8 hours as I recall [the Graduate Record
Examination, the primary basis for the selection of fellows
during the first year]. When the telegram came saying that I
had received the award, I canceled plans to drop out of school
since the fellowship provided more than I had been getting.

Responses from several members of the Class of ’52 ex-
pressed gratitude to NSF for having helped them launch their
careers in science and engineering, a few regretting that they
had not done so years earlier. Daniel Lednicer, who received
his doctorate in chemistry from Ohio State University in 1954
and went on to pursue a career as a research chemist at the
National Cancer Institute, was among those who decided not
to wait—and to go straight to the top at that. “Sometime in
the spring of 1954,” as he recalled,

renewal of the NSF fellowship for a third year came through.
I was wakened bright and early on the morning following the

49Nachmias was probably referring to Ceceilia Helene Payne-Gaposchkin,
originally from the United Kingdom and a protege of Harlow Shapley; her
husband Serge was a White Russian immigrant who worked at the Harvard
College Observatory as an astronomer also.
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party to celebrate the event by a reporter from the Columbus
Dispatch. I must have been less than sharp in answering his
questions. That renewal did make me realize that it would be
appropriate to thank someone for this generous support of
my graduate studies. The man who had proposed NSF and
steered the bill through Congress was none other than the
immediate past President, Harry S Truman, a man whom I
admired even back in 1954. So a letter expressing my appre-
ciation went off to him that summer. A letter in an expensive
looking envelope with a Kansas City return address arrived
in early October.

Lednicer made available a copy of that letter, whose tone is
quintessentially Trumanesque:

October 2, 1954

Dear Mr. Lednicer:

Your good letter of September 21 was very much appreci-
ated.

I always knew that the Science Foundation would do a great
amount of good for the country and for the world. It took a
terrific fight and three years to get it through the Congress,
and some smart fellows who thought they knew more than the
President of the United States tried to fix it so it would not
work.

It is a great pleasure to hear that it is working and I know it
will grow into one of our greatest educational foundations.

Sincerely yours,

/s/ Harry S Truman

One thing that is obvious is that the past 50 years’ invest-
ments in research and education have been an excellent in-
vestment in people, ideas, and tools. It is hoped that the next
50 years will be equally as productive and exciting.

Enduring Themes:
Continuity and Change

The 1948 and 1998 speeches delivered by Presidents
Truman and Clinton, compared and contrasted in an earlier
section, qualify as significant indicators of the science policy
priorities of those respective presidents. But presidential ad-
dresses are rare and subject to time constraints. As a result,
only the most essential of their priorities can be presented in
public forums.

A comparison of other documents from the 1940s and the
current time of transition reinforce a conclusion reached in
comparing the speeches made by President Truman and by
President Clinton 50 years later: namely, that whereas there
is an enduring quality to the science policy themes articu-
lated a half-century ago, changes have also occurred within
those overarching themes. In some cases, issues associated
with a particular theme have not changed a great deal. In other
cases, the character of the issues are very different, reflecting
the largely unpredictable changes that have occurred both as
a result of advances in science and engineering, and in the
social, political, and economic contexts in which science and
engineering activities take place.

Examples of the enduring character of many science policy

themes, along with changes in emphasis, can be discerned by
comparing some of the principal themes presented in Sci-
ence—The Endless Frontier and Science and Public Policy
with those presented in Science in the National Interest and
Unlocking Our Future, in addition to those discussed in greater
detail in subsequent chapters of Science and Engineering In-
dicators – 2000.

Support and Performance of R&D

National R&D Expenditures
Science and Public Policy included data on estimated U.S.

R&D expenditures for 1947 (Steelman 1947, vol. I, 12, table
II). (See text table 1-3.) The approximately $1.2 billion ex-
pended during that year was a record high. Nevertheless, the
report argued that a national research program that would be
adequate to address the Nation’s needs would require that those
expenditures double by 1957 so that they would then consti-
tute 1 percent of national income (that is, GDP).

Today, total national R&D expenditures for 1998 were es-
timated at $220.6 billion, or 2.61 percent of GDP.50 (See chap-
ter 2.)

Sources of R&D Expenditures
Science—The Endless Frontier included pre-World War II

data on sources of national R&D expenditures (Bush 1945a,
86), and Science and Public Policy included similar data for
1947 (Steelman 1947, vol. I, 12). According to the former, in-
dustry accounted for almost 68 percent of total national R&D
expenditures in 1940, with the Federal Government account-
ing for about 19 percent, universities for 9 percent, and other
sources for about 4 percent. (See text table 1-3 and figure 1-2.)
During World War II, the Federal Government became the domi-
nant supporter of R&D, a condition that continued during the
early postwar years. In 1947, according to the Steelman report,
the Federal Government accounted for approximately 54 per-
cent of national R&D investments and industry for about 40
percent, with universities and other sources each contributing
less than 4 percent. (See text table 1-3.)

After the end of World War II in 1945, industrial R&D
investments increased, while Federal expenditures declined
so that by the end of the decade industry was once again the
leading supporter of R&D in the country. The Korean War,
which began on June 25, 1950, a few days before the start of
FY 1951, led to a rapid increase in defense R&D expendi-
tures so that, beginning in 1951, Federal contributions ex-
ceeded those of industry. That situation continued until 1980,
when industrial R&D investments equaled and then began to
exceed those of the Federal Government. (See text table 1-3
and figure 1-2.) Since 1990, Federal R&D expenditures meas-
ured in constant dollars have declined, while those of indus-
try, universities and colleges, and other sources have continued
to increase. In 1998, industry accounted for 65.1 percent of

50Because U.S. Government accounting conventions changed during the
early 1950s, precise comparisons of current R&D expenditure levels with
those in the 1940s and earlier are difficult to make. (See footnote 43.)
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national R&D investments, the Federal Government 30.2 per-
cent, the academic sector 2.3 percent, and other sources 2.4
percent. (See chapter 2.)

Today, both Science in the National Interest and Unlock-
ing Our Future emphasized that Federal Government R&D
expenditures will remain constrained during the foreseeable
future and that industry will continue to be the dominant
funder of R&D. Both also noted the importance of the comple-
mentary support roles of government and industry in main-
taining the vitality of the total national science and engineering
system.

Role of Nonprofit Organizations
A unique aspect of the U.S. system is the role that non-

profit organizations play in the support and conduct of re-
search. One of the four committee reports appended to
Science—The Endless Frontier included pre-World War II ex-
penditure estimates for research support by nonprofit organi-
zations (Bush 1945a, 86). In 1940, these amounted to
approximately $4.5 million, compared with an estimated $31.5
million expended by universities for their research. Science
and Public Policy acknowledged that, although nonprofit or-
ganizations had played important roles in supporting basic
research, their expenditures were unlikely to increase signifi-
cantly (Steelman 1947, vol. I, 27). This assertion provided
one basis for the argument that a stronger Federal role in ba-
sic research support was essential.

Today, nonprofit organizations accounted for an estimated
$3.4 billion in R&D expenditures in 1998, compared with
the approximately $5.0 billion expended for R&D by univer-
sities and colleges from their own sources. Research facili-
ties operated by nonprofit organizations received an estimated
$2.9 billion in Federal support for their research during that
same year. These facilities occupy a unique, important niche
in the national research system. After having been eclipsed
as significant sources of research support, nonprofit organi-
zations and their strategic roles are again being recognized—
particularly in technology development and health-related
research. For this reason, NSF is currently conducting a sub-
stantial study that aims to determine in more detail the cur-
rent roles of nonprofit organizations in the U.S. science and
engineering enterprise. (See chapter 2.)

Defense R&D
The importance of scientific research and engineering

development to national security has been among the most
enduring science policy themes. Science—The Endless Fron-
tier recommended that a Division of Defense Research should
be established within the proposed National Research Foun-
dation and allocated approximately 30 percent of its budget
during the first year, decreasing in relative terms to about 16
percent by the fifth year (Bush 1945a, 40). (See text table
1-5.) This division would have been authorized to support
defense-related research in civilian institutions without re-
course to, or approval by, any military authority.

By contrast, Science and Public Policy argued that Federal
R&D allocations were distorted, with defense-related expen-
ditures too large relative to nondefense components. In 1947,
the combined R&D budgets of the War and Navy departments
accounted for 80 percent of all Federal R&D expenditures. (See
text table 1-4.) The report recognized that the absolute level of
defense R&D was probably appropriate and that there was no
short-term prospect for any significant reduction (Steelman
1947, vol. I, 21–3). Therefore, it recommended that, over the
long term, greater emphasis should be placed on increasing
other components of the Federal R&D budget so that by 1957,
defense R&D would account for 22 percent of the total.

Today, both defense and nondefense R&D expenditures
have grown to levels vastly higher than envisaged 50 years

Billions of current dollars

Billions of constant 1992 dollars

Figure 1-2.
National R&D performance, by type of 
performer: 1953–1998

FFRDC = Federally Funded Research and Development Centers

See appendix tables 2-3 and 2-4.
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ago, each responding to changing needs and opportunities.51

During the Strategic Defense Initiative era of the 1980s, de-
fense R&D expenditures accounted for almost 80 percent of
the total Federal R&D budget. But that situation has changed.
The fraction of defense R&D in the Federal R&D budget,
which by 1989 had declined to approximately 61 percent of
all Federal R&D expenditures, continued to decline to 48.5
percent in 1997. The Clinton Administration’s budget for fis-
cal year 2000 proposed expending $35.1 billion for defense
R&D, or 44.5 percent of the $78.2 billion proposed for total
Federal R&D expenditures.52  (See chapter 2.)

Health-Related Research
Among the unique characteristics of the U.S. system is the

high level of support that the Federal R&D budget allocates
to health-related research. But this was not the case in the late
1940s. One of the four committee reports appended to Sci-
ence—The Endless Frontier dealt exclusively with health re-
search and laid particular emphasis on the need to increase
support for basic research underlying medical advances (Bush
1945a, 46–69). The body of the report recommended that a
Division of Medical Research should be established within
its proposed National Research Foundation and allocated 15
to 16 percent of its total budget (Bush 1945a, 40). (See text
table 1-5.) Science and Public Policy argued that Federal in-
vestments in health-related research were inadequate. It rec-
ommended that these investments should be tripled during
the next 10 years so that they would then constitute 14 per-
cent of the Federal R&D budget (Steelman 1947, vol. I, 28).

Today, health-related R&D accounts for the largest frac-
tion of the Federal nondefense R&D budget. In FY 1999, the

R&D budget of the Department of Health and Human Ser-
vices was $15.8 billion—almost 20 percent of total Federal
R&D budget, and slightly less than 38 percent of Federal non-
defense R&D (NSF 1998). Science in the National Interest
assigned a high priority to health as a core element of the
national interest, emphasizing that a wide range of scientific
disciplines, including the physical, social, and behavioral sci-
ences, in addition to the biomedical sciences, make essential
contributions (Clinton and Gore 1994, 3). (See chapter 2.)

Centrality of the University System

Support for University Research
Science—The Endless Frontier’s recommendation that the

Federal Government should assume major responsibility for
supporting research in universities was, of course, its most
novel feature; the proposed National Research Foundation was
to be the principal means for discharging this new function.
Bush proposed that the budget for the new agency should be
$33.5 million for the first year, rising to a steady state level of
$122.5 by the fifth year (Bush 1945a, 40). (See text table
1-5.) These amounts were to be allocated to research in all
fields of science, including defense and medical research (but
excluding the social sciences) and to a scholarship and fel-
lowship program.

Science and Public Policy also emphasized the Federal role
in supporting university research. Following Bush, it recom-
mended the creation of a National Science Foundation, but
excluded the defense research support function proposed by
Bush, while explicitly including support for the social sci-
ences.53 The report recommended that the initial budget of
the proposed National Science Foundation should be $50 mil-

Text table 1-5.
Proposed National Research Foundation budget
In millions of U.S. dollars

1945 1998 1945 1998
Activity (by division)  current  constant Percent  current  constant Percent

Medical research ........................................... 5.0 41.3 14.9 20.0 165.4 16.3
Natural sciences ........................................... 10.0 82.7 29.9 50.0 413.4 40.8
National defense ........................................... 10.0 82.7 29.9 20.0 165.4 16.3
Scientific personnel and education .............. 7.0 57.9 20.9 29.0 239.8 23.7
Publications and collaboration ..................... 0.5 4.1 1.5 1.0 8.3 0.8
Administration ............................................... 1.0 8.3 3.0 2.5 20.7 2.0
Total .............................................................. 33.5 277.0 100.0 122.5 1,012.9 100.0

NOTE:  Details may not sum to totals because of rounding.

SOURCE: Vannevar Bush, Science— The Endless Frontier: A Report to the President on a Program for Postwar Scientific Research (1945a). Reprinted by
NSF (Washington, DC: 1990).
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51Compare this with Office of Science and Technology Policy (1995). This
policy document, based on a White House Forum held at NAS March 29–
30, 1995, considered environmental and economic security issues as well as
military security.

52Budget of the United States Government for Fiscal Year 2000, Executive
Summary, p. 107, table 7-1.

53See Steelman (1947, vol. I, 31–2). Section 3(a)(2) of the National Sci-
ence Foundation Act of 1950 “directed and authorized” the Foundation to
support research in the “mathematical, physical, medical, biological, engi-
neering, and other sciences.” The 1968 Daddario Amendments to the Na-
tional Science Foundation Act added the social sciences to this enumeration.
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lion, rising to $250 million after 10 years when it should ac-
count for 20 percent of the total Federal R&D budget.

Today, because recommendations from these key policy
documents of the early transition period were taken seriously,
universities have come to occupy the vital center of the U.S.
national research system, a situation which is unique to the
United States. Both Science in the National Interest and Un-
locking Our Future explicitly recognize their central roles,
and there is a widespread consensus about the need to pro-
vide adequate support for university research. Issues now have
to do with the balance of support for academic research among
fields and disciplines. The significance of interdisciplinary
research to address national objectives is increasingly stressed,
as is the importance of research in the social and behavioral
sciences.54 (See chapter 6.)

Support for University Research Facilities
One of the four committee reports appended to Science—

The Endless Frontier included pre-World War II data on capital
expenditures for university research (Bush 1945a, 87). Sci-
ence and Public Policy emphasized that “additional libraries,
laboratory space and equipment are urgently needed, not only
in terms of the [report’s] contemplated program of basic re-
search, but to train scientists for research and development
programs in the future” (Steelman 1947, vol. I, 37). It urged
that provision be made for Federal aid to educational institu-
tions for the construction of facilities and the purchase of
expensive equipment.

Today, there is still concern about the adequacy of aca-
demic research facilities. As evidence of the bipartisan char-
acter of its interest, Congress requires NSF to issue a periodic
report on the state of academic facilities for basic research.
(See chapter 6.)

Human Resources for
Science and Engineering

Supply and Demand for Scientists and Engineers
The deficit of trained scientists and engineers resulting

from World War II was one of the primary concerns of both
Science—The Endless Frontier and Science and Public Policy.
The Bush report included a section on this problem, entitled
“Renewing our Scientific Talent” (Bush 1945a, 23–7). A chap-
ter on human resources in volume I of the Steelman report
estimated that there was at that time (1947) a deficit of 90,000
scientists at the bachelor’s level and 5,000 at the doctoral level
(Steelman 1947, vol. I, 15–23). It went on to estimate, on the
basis of demographic data, that it would require 10 years be-
fore the numbers of scientists at these two levels would reach
the numbers that might have reasonably been expected if
World War II had not intervened. By the mid-1950s these
deficits had largely been alleviated, thanks in part to educa-
tional support provided to returning veterans by the GI bill of
rights and, beginning in the early 1950s, to Federal Govern-

ment predoctoral and postdoctoral fellowship programs.55

Today, demand for scientists and engineers continues to
be high, although there is considerable variation by field and
sector. Unemployment rates for this population are consis-
tently lower than for persons trained at similar levels in other
fields, while employment in the science and engineering sec-
tor is projected to increase at more than three times the rate
for all occupations. (See chapter 3.)

Research by Academic Faculty
Science and Public Policy paid particular attention to human

resources in the academic sector. It emphasized the importance
of the links between research and teaching responsibilities of
faculty in U.S. colleges and universities that had both research
and teaching responsibilities, but the conditions then prevailing
in those institutions frequently did not permit faculty to exercise
those responsibilities effectively (Steelman 1947, vol. I, 19–20).
Teaching loads had increased significantly since the end of World
War II as a result of the doubling of the number of science and
engineering students—many of them returning veterans—over
prewar levels. One result was a diminished capacity for research
in the academic sector. The report estimated that it would take
15,000 additional qualified science and engineering instructors
to restore the prewar student–teacher ratio in U.S. colleges and
universities.

Today, tenure track positions in colleges and universities
are highly competitive. This has led to considerable demoral-
ization among younger scientists, owing to diminishing op-
portunities to obtain positions either in academia or industry
where they can continue to pursue the type of basic research
they performed as graduate students. The amount of research
experience required to qualify for a tenure track position has
continued to increase. As a result, a large percentage of re-
cent Ph.D.s aspiring to academic careers hold postdoctoral
positions, which were relatively rare in the 1940s. There is
widespread concern that academia is “overproducing”
Ph.D.s—particularly for academic positions. After years of
relative neglect, establishing effective links between research
and education has reemerged as a salient policy issue. (See
chapter 3.)

Science and Engineering Education
at the Undergraduate and Graduate Levels

Science and Public Policy pointed out that the above-noted
shortages of qualified science and engineering instructors in
U.S. colleges and universities, coupled with increasing en-
rollments, was also undermining the quality of undergradu-
ate science and engineering education (Steelman 1947, vol.
I, 16–20). Neither Science—The Endless Frontier nor Sci-
ence and Public Policy considered details of graduate study
curricula explicitly. However, the latter included a report com-
missioned from AAAS on “The Present Effectiveness of Our
Schools in the Training of Scientists,” which discussed the

54NSF created a Directorate for Social, Behavioral, and Economic Sci-
ences in January 1992.

55The first NSF fellowships, consisting of 535 predoctoral and 38
postdoctoral awards, were made in the spring of 1952 at a total cost of $1.53
million, or approximately $8.7 million in constant 1998 dollars (NSF 1952,
55, 75).
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recruitment, retention, and support of graduate students in
science and engineering (Steelman 1947, vol. IV, 131–40).

Today, after several years of rapid expansion, enrollments
in higher education in the United States have leveled off. Is-
sues associated with graduate education in science and engi-
neering remain salient, particularly the retention, training, and
support of graduate students.56 (See chapter 4.)

Foreign Students in U.S. Universities
Science and Public Policy recommended that foreign stu-

dents should be encouraged to attend U.S. colleges and uni-
versities, noting that it might be some time before most of the
first-rate European institutions would recover completely from
the devastation of World War II (Steelman 1947, vol. I, 39–
40). It conceded that the crowded conditions then prevailing
at many of these institutions might make it difficult for them
to accept too many foreign students. On the other hand, it
suggested such a program, which it noted might be supported
through the recently established Fulbright Program for Inter-
national Educational Exchange, would be an important con-
tribution to international goodwill.57

Today, foreign-born students are a significant presence in
U.S. universities, particularly in science and engineering pro-
grams at the graduate level. Asian students predominate. There
is some concern about the fact that the number of foreign
students in some disciplines is larger (in some cases far larger)
than the number of U.S. students. (See chapter 4.)

Elementary and Secondary Education
Both Science—The Endless Frontier and Science and Pub-

lic Policy recognized the importance of elementary and sec-
ondary education. The former report emphasized that
“improvement in the teaching of science is imperative, for
students of latent scientific ability are particularly vulnerable
to high school teaching, which fails to awaken interest or to
provide adequate instruction. To enlarge the group of spe-
cially qualified men and women it is necessary to increase
the number who go to college” (Bush 1945a, 26). One of its
four appended committee reports included a section entitled
“The Education Pyramid: Studies Concerning Able Students
Lost to Higher Education” (Bush 1945a, 166–76). Although
data specific to mathematics and science education were not
included, the section urged that improvements in instruction
in all subjects were essential if a greater proportion of quali-
fied students were to go on to higher education.

Volume IV of Science and Public Policy, which was de-
voted entirely to human resources for science and engineer-
ing, included an extensive survey and analysis of the condition
of mathematics, science, and engineering education from the
primary through the undergraduate–graduate levels (Steelman
1947, vol. IV, 47–162). This analysis pointed to a number of

deficiencies in mathematics and science instruction at the el-
ementary and secondary levels and made specific recommen-
dations for remedial action.

Today, student achievement, curriculum and instruction,
and teacher preparation have become issues of national im-
portance. Repeated studies during the past three decades in-
dicate that U.S. students do not perform as well in mathematics
or science as do their peers in many other nations. More re-
cent studies point to a far less challenging curriculum and
less demanding instructional practices as key factors in that
performance. Minority students and women tend to perform
less well and to take fewer demanding mathematics and sci-
ence courses. (See chapter 5.)

Significance of Industrial R&D

R&D and Economic Growth
Both Science—The Endless Frontier and Science and Pub-

lic Policy emphasized the importance of R&D to economic
growth. The former dealt with the theme in terms of science,
technology, and job creation noting that,

one of our hopes is that after the war there will be full em-
ployment, and that the production of goods and services will
serve to raise our standard of living. There must be a stream
of new scientific knowledge to turn the wheels of private and
public enterprise. There must be plenty of men and women
trained in science and technology for upon them depend both
the creation of new knowledge and its application to practical
purposes (Bush 1945a, 6).

Science and Public Policy approached the economic growth
theme in terms of U.S. leadership stressing that, “if we are to
remain a bulwark of democracy in the world, we must con-
tinually strengthen and expand our domestic economy and
our foreign trade. A principal means to this end is through the
constant advancement of scientific knowledge and the conse-
quent steady improvement of our technology” (Steelman 1947,
vol. I, 3–4).

Today, the importance of science-related and high-tech-
nology industries in terms of both job creation and interna-
tional standing is widely recognized. (See chapter 7.) Science
in the National Interest emphasized prosperity as a core ele-
ment of the national interest, stating that “Prosperity requires
technological innovation. Basic scientific and engineering
research is essential for training innovative scientists and en-
gineers, for many technology improvements, and for achiev-
ing the revolutionary advances that create new industries”
(Clinton and Gore 1994, 4).

Domestic Competition
Science and Public Policy gave several reasons for the im-

pressive increase in industrial R&D expenditures during the
two years since the end of World War II. In particular, it
noted that “competition, in many instances, is forcing a rapid
exploitation of scientific advances” (Steelman 1947, vol. I, 22).

Today, successful competition in the domestic market re-
lies heavily on industrial R&D investments. Unlocking Our
Future noted that:

56See, for example, NSB (1997).
57An Act To Amend the Surplus Property Act of 1944 To Designate the

Department of State as the Disposal Agency for Surplus Property Outside
the United States. Public Law 79-584, enacted August 1, 1946. Senator Wil-
liam J. Fulbright of Arkansas introduced provisions in this legislation to per-
mit the use of U.S.-owned foreign currency for educational exchanges.
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Today’s technology-driven company must bridge the research
gap between basic science and product development if it wants
to remain on the cutting edge of the industry. This research is
typically necessary to develop basic research results into an
emerging technology and then into a marketable product (U.S.
House of Representatives Science Committee 1998, 24).

Increasing competition has led to a fundamental structural
change in the character of industrial research. Formerly, a good
deal of that research, including a reasonable amount of basic
research, was conducted in centralized corporate laborato-
ries. However, most of that research has been divested to in-
dividual business units on the grounds that research results
can thereby be captured more immediately and effectively
for commercial developments. The decline of corporate re-
search laboratories as performers of basic research has in-
creased the importance of university basic research to industry,
indicating the need for effective partnerships between these
two sectors. (See chapter 7.)

International Competition
Science and Public Policy emphasized that the economic

and technological supremacy that the United States enjoyed
in 1947 was a partial result of the wartime devastation that
other industrialized countries had experienced. It went on to
warn that,

the future is certain to confront us with competition from other
national economies of a sort we have not hitherto had to meet.
Many of these will be state-directed in the interest of national
policies. Many will be supported by new, highly efficient in-
dustrial plant and equipment—by the most modern technol-
ogy. The destructiveness of the recent war makes it inevitable
that much of Europe, in rebuilding its factories, will soon
possess an industrial plant more modern than ours today
(Steelman 1947, vol. I, 4).

Today, high-technology exports are a critical contributor
to the U.S. balance of trade. The United States is dominant in
the export of technology. However, in some vital areas of tech-
nology, the capabilities of Japan or one or more European
countries are at least on a par with those of the United States,
and in a few cases may actually exceed those of this country.
High-technology competition from several emerging econo-
mies is also increasing. (See chapter 7.)

The Federal Role

Support for Science and Engineering Students
Both Science—The Endless Frontier and Science and Pub-

lic Policy recommended that the Federal Government should
establish undergraduate scholarship and graduate fellowship
programs as a means to alleviate the wartime deficit of scien-
tists and engineers (Bush 1945a, 26–7; Steelman 1947, vol. I,
7). Both emphasized that, in addition to helping relieve the
deficits, an undergraduate scholarship program would make
it possible for all qualified students to obtain a college educa-
tion even if their families lacked the requisite financial re-
sources. For that reason, both recommended that the scholarship
program should encompass fields other than science and engi-

neering. The recommended undergraduate scholarship pro-
grams were never implemented in the form recommended by
the two reports. However, Title II of the Servicemen’s Read-
justment Act of 1944, commonly known as the GI bill of rights,
provided support for returning veterans to attend college and
led to the results that both reports had hoped would occur—
namely, the democratization of U.S. higher education.58

Today, the democratization of higher education has im-
proved, in the sense that more qualified students are able to
obtain an education at the undergraduate level. Nonetheless,
there are serious concerns about unevenness in demographic
representation in science and engineering fields, particularly
for women and for racial and ethnic minorities. (See chapter
4.) Additionally, there are continuing problems with and dif-
ferences in the quality of K–12 education throughout the
Nation, a factor influencing access to higher education. (See
chapter 5.)

Federal Role Vis-à-Vis Industrial Research
Then as now, the appropriate role of the Federal Govern-

ment vis-à-vis  the industrial research sector was an issue of
primary importance. Science—The Endless Frontier took the
position that the Federal Government should not provide di-
rect financial support for nondefense research in industry, nor
interfere in any way with industry’s prerogative to determine
its own research priorities and directions. It asserted that “the
simplest and most effective” way that government could as-
sist industry would be to support basic research in universi-
ties and help ensure that there would be an adequate number
of trained scientists and engineers. The report also recom-
mended clarification of the tax code on the matter of the de-
ductibility of R&D expenditures and a simplification of the
patent system to reduce the cost of patent filing, in part be-
cause filing costs often discouraged businesses from invest-
ing in R&D (Bush 1945a, 21).

While agreeing that industry should determine its own re-
search priorities, Science and Public Policy was more flex-
ible on the matter of Federal support. In fact, it argued that
Federal Government expenditures for nondefense develop-
ment were too small relative to its defense expenditures. The
report noted that, of the estimated $625 million expended by
the Federal Government for R&D in contracts to industrial
and university laboratories in 1947, $500 million was ac-
counted for by the Departments of War and Navy.59 (See text
table 1-4.) In addition to increasing support for university
research by a factor of four by 1957, it recommended dou-
bling support for nondefense development so that it would
constitute 44 percent of the Federal R&D budget by that same
year (Steelman 1947, vol. I, 28).

Today, both Science in the National Interest and Unlock-
ing Our Future emphasized intersectoral partnerships and al-
liances as key elements in a vital national research system.
The importance and legitimacy of the Federal role in cata-

58Public Law 78-346, enacted June 22, 1944.
59The Departments of War and Navy were combined into the Department

of Defense in 1947.
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lyzing and facilitating partnerships and alliances is widely
accepted. In addition, there are also a few relatively modest
Federal programs to provide partial support for particularly
risky research in industry. (See chapter 7.)

Coordination of Federal
Research Policy and Programs

Volume II of Science and Public Policy was devoted en-
tirely to “The Federal Research Program,” while volume III
dealt with “Administration for Research.” The principal con-
clusions of these volumes were summarized in a chapter in the
first, summary volume titled “Federal Organization for Sci-
ence” (Steelman 1947, 61–7). This chapter recommended that
“(1) An Interdepartmental Committee for Scientific Research
should be created; (2) The Bureau of the Budget should set up
a unit for reviewing Federal scientific research and develop-
ment programs; and (3) The President should designate a mem-
ber of the White House staff for scientific liaison.”

Today, all of these recommendations have been imple-
mented. The functions of the Interdepartmental Committee
for Scientific Research and Development, which was created
in December 1947 and became the Federal Coordinating Com-
mittee for Science and Technology in November 1957, were
later expanded and subsumed by the FCCSET, which was
established in 1976 by the same Act of Congress that created
the OSTP.60 In 1993, FCCSET was subsumed in turn into the
NSTC, which is chaired by the President and includes the
heads of all Federal agencies and bureaus with significant
science and technology responsibilities, as well as other Fed-
eral Government officials—most prominently the President’s
Assistant for Science and Technology (commonly known as
the President’s Science Advisor) and the director of the Of-
fice of Management and Budget. These two officials have
been working together closely for several years to develop a
coherent Federal R&D budget aimed at addressing adminis-
tration science and technology priorities. At the beginning of
each annual budget cycle, they co-sign a letter to the heads of
all relevant agencies that contains instructions relevant to the
preparation of budget proposals in specific categories related
to the priorities and strategic goals of the Administration. The
Congress also remains concerned with the problem of ensur-
ing that the Federal Government’s science and technology
programs effectively address significant national issues, as
evidenced most recently in Unlocking Our Future (U.S. House
of Representatives Science Committee 1998).

International Considerations

International Aspects of U.S. Science Policy
Science and Public Policy recommended that, as part of

the Marshall Plan proposed by Secretary of State George C.
Marshall at the June 5, 1947, Harvard University commence-
ment, “every effort [should] be made to assist in the recon-
struction of European laboratories” (Steelman 1947, vol. I,
7). It also recommended that scientific missions should be

established in U.S. embassies in scientifically important coun-
tries and that foreign students should be encouraged to study
in U.S. universities (Steelman 1947, vol. I, 38–40). Science—
The Endless Frontier emphasized the importance of interna-
tional exchange of scientific information to the U.S. research
enterprise (Bush 1945a, 22). It recommended Federal Gov-
ernment support for (1) American scientists to attend inter-
national scientific meetings abroad, (2) visits to the United
States by prominent foreign scientists, (3) international fel-
lowships for U.S. scientists, and (4) translation services.

Today, the global character of science and technology is
evident from R&D investments in other countries which, par-
ticularly among a majority of the G-7 countries (Canada,
France, Germany, Italy, Japan, and the United Kingdom, in
addition to the United States), include substantial industrial
as well as government components. (See chapter 2.) The sub-
stantial research and educational resources and science and
engineering talent existing in countries throughout the world
has enhanced opportunities for mutually beneficial interna-
tional cooperation involving university and industry research-
ers, including research experience for graduate students and
postdoctoral researchers.61

Beginning in the early 1950s, Science and Public Policy’s
recommendation that scientific missions should be established
in important U.S. embassies abroad began to be implemented
with the appointment of Science and Technology Counselors
in many of these missions. However, the number of these
positions has declined considerably during the 1990s, as has
the importance accorded science and technology as elements
of U.S. foreign policy.62

Research in the Soviet Union/Russia
Science and Public Policy pointed to the Soviet Union as

the principal scientific competitor of the United States, not-
ing that its 1947 R&D budget reportedly had increased to
$1.2 billion as compared with outlays of $900 million in 1946
(Bush 1945a, 5–6). It also remarked that the country had
embarked upon a five-year program of stepped-up training
for scientists and engineers.

Today, the Soviet Union no longer exists as a political en-
tity. R&D expenditures in Russia (which contained the major
concentration of the Soviet Union’s scientific resources) have
declined sharply from an estimated 2.03 percent of GDP in
1989 to about 0.73 percent in 1995. Knowledgeable U.S. ob-
servers continue to regard Russia as a scientifically and tech-
nologically significant country, noting its substantial and
important past contributions to research in many disciplines.
Yet they also emphasize that the country must resolve formi-
dable economic problems before it can once again make sub-

60Public Law 94-282.

61Several NSF programs facilitate research experiences abroad at the gradu-
ate and postdoctoral and, to some extent, the undergraduate level as well.
NSF’s overseas offices in Tokyo and Paris issue frequent reports on research
opportunities in Japan and Europe.

62Compare this with the Carnegie Commission on Science, Technology,
and Government (1992); Watkins (1997, 650–1); U.S. House of Representa-
tives Science Committee (1998, 22–4).
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stantial contributions to the global science and technology
enterprise. (See chapter 2.)

Significance of Developing Countries
The Steelman report pointed to India as a country where

progress was being made in the construction of new scien-
tific research laboratories and in the training of first-rate re-
searchers (Steelman 1947, vol. I, 41). It predicted that similar
developments could be anticipated in China and in Latin
America.

Today, the developed countries (primarily the United States
and Canada, Western Europe, and Japan) still account for by
far the largest fraction of the world’s R&D expenditures, with
the United States, Japan, Germany, France, and the United
Kingdom expending more than 2 percent of GDP for these
purposes. By contrast, the R&D expenditures of China, In-
dia, and Brazil, for example, are estimated to be somewhat
less than 1 percent of their GDPs. Despite their relatively
modest R&D investments, all three countries have produced
world-class scientists and engineers and have developed im-
pressive, competitive capabilities in several important areas.
Many scientists and engineers from the United States and other
developed countries have enjoyed cooperative working rela-
tions with colleagues from these and other developing coun-
tries for several years. (See chapters 2, 4, 6, and 7.)

Public Attitudes and Understanding
of Science and Technology

Although the analysis of mathematics and science educa-
tion by AAAS included in Science and Public Policy dealt
primarily with the production of professional scientists and
engineers, a section entitled “Science and General Culture”
also emphasized the importance of science education for non-
specialists. It suggested that “maintenance of the crucially
necessary supply of research talent, and integration of the
sciences into a sound ethical structure of society without which
civilization cannot survive, are both dependent upon adequate
representation of science in our educational system”(Steelman
1947, vol. IV, 113).

Today, both Science in the National Interest and Unlock-
ing Our Future emphasized the importance of public attitudes
and understanding both to the vitality of the science and en-
gineering enterprise and to the Nation, particularly since un-
derstanding many significant national issues requires some
familiarity with science and technology. It has also been rec-
ognized that the level of public understanding of adults is
strongly correlated with the adequacy of the science and math-
ematics education they receive at the primary and secondary
school levels.63 Bipartisan support is evidenced by the con-
sistently high level of NSF’s annual education and human re-
sources appropriations, $689 million in FY 1999. (See chapter
8.)

Impacts of Information Technology
Had the term “information technology” been in use in the

1940s, it might well have referred to developments in com-
munications technology—namely, radio and perhaps even
television—that had been successfully demonstrated imme-
diately before the outbreak of World War II but were not com-
mercialized until a few years later. Science—The Endless
Frontier did cite radio as one of several technologies whose
widespread commercialization occurred after the end of World
War I. It did so to suggest, by inference, that new and at that
time (1945) unimagined technologies would almost certainly
result from the applications of post-World War II research.
However, neither the Bush nor the Steelman reports specu-
lated about what those future technologies might be.

But on a personal level, Vannevar Bush foresaw the devel-
opment of what is now called the digital library. In an article
published in the Atlantic Monthly in July 1945 (the same
month that Science—The Endless Frontier was delivered to
President Truman), Bush invited his readers to …

Consider a future device for individual use, which is a sort of
mechanized private file and library. It needs a name, and to
coin one at random, “memex” will do. A memex is a device
in which an individual stores all his books, records, and com-
munications, and which is mechanized so that it may be con-
sulted with exceeding speed and flexibility. It is an enlarged
intimate supplement to his memory (Bush 1945b).

Today, information technology, based on a merging of com-
puter and communications technologies, has become ubiqui-
tous. Information technology has had an impact on virtually
all sectors of our economy and society, including the conduct
of research, as well as on our daily lives. The digital libraries
that Bush foresaw more than a half-century ago are becom-
ing a reality, even though based on very different technolo-
gies than he envisioned. Nor did he foresee the possibilities
that digital libraries separated by great spatial distances could
be linked electronically and accessed from other distant loca-
tions. (See chapter 9.)

Current Emerging Themes
As discussed in “A Program for the National Science Foun-

dation,” the NSB determined during its first year that one of
its major responsibilities would be to ensure that the condi-
tion of the U.S. (and global) science and technology enter-
prise would be monitored. Since 1972, its Indicators reports
have been the most visible manifestation of that determina-
tion. The NSB published a strategic plan in November 1998
that emphasized its commitment to Science and Engineering
Indicators as an instrument for assessing the overall health of
the enterprise and for providing a robust basis for decisionmaking
in national science and engineering policy, as well as its deter-
mination to continually improve this instrument to serve these
objectives (NSB 1998c). These reports have also provided the
Board with opportunities to point to both emerging themes and
to emphasize transmutations in the more traditional themes that
began to be evident 50 years ago.

63The widespread consensus about the importance of science and math-
ematics education at the primary, secondary, and undergraduate levels is sug-
gested by the fact that NSF’s annual budget for education and human resource
development currently exceeds $600 million.
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Among the emerging themes that the Board has identified
(NSB 1998c) as important in the first decade of the 21st cen-
tury are:

� globalization of research and education,

� access to and impacts of information technologies,

� environmental research and education,

� knowledge-based economy,

� partnerships and linkages,

� adequacy of the supply of well-trained scientists, engineers,
and science teachers,

� education as a key determinant of social and economic
progress,

� special significance of K through 12 education,

� public understanding of science and technology, and

� accountability.

Plans to address these themes are laid out in the NSB Stra-
tegic Plan (NSB 1998c). Additionally, several of these themes
have been addressed by previous NSB Statements and Occa-
sional Papers; for example:

� “Science in the International Setting” (NSB 1982),

� “In Support of Basic Research” (NSB 1993a),

� “Federal Investments in Science and Engineering” (NSB
1995),

� U.S. Science and Engineering in a Changing World (NSB
1996b),

� The Federal Role in Science and Engineering Graduate
and Postdoctoral Education (NSB 1997),

� “Failing Our Children: Implications of the Third Interna-
tional Mathematics and Science Study” (NSB 1998a),

� “Industry Trends in Research Support and Links to Public
Research” (NSB 1998b), and

� “Revised Interim Report: NSB Environmental Science and
Engineering for the 21st Century” (NSB 1999a).

The Board plans to issue additional occasional papers on
several of these issues during the next few years.
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National Trends in R&D Expenditures

�Total annual research and development (R&D) expen-
ditures in the United States were $227 billion in 1998
by current estimates. This level of R&D expenditure rep-
resents a 6.5 percent increase, after adjusting for inflation,
over the $211 billion spent in 1997. In turn, the 1997 esti-
mate represents a 5.5 percent increase over the 1996 level
after adjusting for inflation.

�The entire economy of the United States, as measured
by gross domestic product (GDP), was estimated to
reach $8,509 billion in 1998. Adjusted for inflation, GDP
increased by 3.9 percent per year in 1997 and 1998. Such
growth in GDP is exceptionally high, yet it is slower than
the growth of R&D. R&D has generally been outpacing
the overall growth of the economy since 1994. As a result,
R&D as a proportion of GDP has been on the rise as well—
from 2.43 percent in 1994 to 2.67 percent in 1998.

�Despite this recent increase, the R&D share of GDP (2.67
percent in 1998) is still below levels reached in the early
1990s (e.g., 2.72 percent in 1991). Since 1957, the highest
R&D/GDP ratio was 2.88 percent in 1964; the low was
2.13 percent in 1978.

�Since 1980, industry has provided the largest share of
financial support for R&D. Industry’s share of fund-
ing for R&D was projected to reach $150 billion in 1998,
or 66 percent of the total.

�Industrial R&D performance—predominately “devel-
opment”—grew by only 0.7 percent per year in infla-
tion-adjusted (“real”) terms from 1985 to 1994.  From
1994 to 1998, that growth rate increased to 7.6 percent
annually in real terms.

�The most striking change in industrial R&D performance
during the past two decades may be the nonmanufacturing
sector’s increased prominence. Prior to 1983, nonman-
ufacturing industries accounted for less than 5 percent of the
industry R&D total. By 1993, this percentage had risen to an
all-time high of 26 percent. It has fallen only slightly since
then and has remained above 22 percent.

�Federal R&D support in 1998 reached $67 billion, as
reported by performers doing the work. The Federal
Government once was the main provider of the Nation’s
R&D funds—accounting for as much as 67 percent in 1964.
Its share of support first fell below 50 percent in 1979,
and it remained between 45 and 47 percent from 1980 to
1988. Since 1988 it has fallen steadily to 29.5 percent in
1998—the lowest ever recorded in the National Science
Foundation’s (NSF) data series (which began in 1953).

�The provision of Federal R&D obligations is concen-
trated from several agencies. Six Federal agencies had
R&D obligations of more than $1 billion in FY 1998, out
of the total Federal R&D obligations of $72.1 billion. These
six agencies are, in descending order of R&D obligations,
the Department of Defense (DOD) (with a 48.3 percent
share of the total), the Department of Health and Human
Services (HHS) (19 percent), the National Aeronautics and
Space Administration (NASA) (13.7 percent), the Depart-
ment of Energy (DOE) (8.1 percent), NSF (3.3 percent),
and the Department of Agriculture (USDA) (2.0 percent).

�In contrast to total R&D obligations, only three agen-
cies had intramural R&D expenditures that exceeded
$1 billion in 1998, including costs associated with plan-
ning and administering extramural R&D programs:
DOD, HHS (which includes the National Institutes of
Health), and NASA. These three agencies together ac-
counted for 81 percent of all Federal R&D obligations for
1998 and 77 percent of Federal intramural R&D.

�State governments also provide funding for R&D ac-
tivities. In 1995 (the most recent year for which these data
are available), almost 25 percent of the $244 million state-
funded, state-performed R&D was health related. Between
1965 and 1995, total state R&D spending increased at an
inflation-adjusted average annual rate of 3.3 percent, com-
pared with nationwide R&D spending growth of 2.5 per-
cent per year over the same period.

�Between 1953 and 1969, R&D expenditures grew at a
real annual rate of 8.2 percent. Starting in 1969 and for
nearly a decade thereafter, however, R&D growth failed
to keep up with either inflation or general increases in eco-
nomic output. In fact, between 1969 and 1975, real R&D
expenditures declined by 1 percent per year as business
and government tended to deemphasize research programs.
Between 1975 and 1985, R&D expenditures picked up
again, averaging 5.6 percent real growth per year. That rate
then slowed to 1.1 percent in 1985–94. In 1994–98, R&D
expenditures rose sharply again, averaging 5.8 percent real
growth per year. Almost all of the recent growth in na-
tional R&D expenditures is the result of a resurgence of
industrial R&D.

�R&D is substantially concentrated in a small number
of states. In 1997, California had the highest level of R&D
expenditures—$41.7 billion, representing approximately
one-fifth of the $199.1 billion U.S. total that could be at-
tributed to individual states. The six states with the high-
est levels of R&D expenditures—California, Michigan,
New York, New Jersey, Massachusetts, and Texas—ac-
counted for approximately one-half of the entire national
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effort. The top 10 states—adding, in descending order,
Pennsylvania, Illinois, Washington, and Maryland—ac-
counted for approximately two-thirds of the national ef-
fort.

�The United States spent $37.9 billion on the perfor-
mance of basic research in 1998, $51.2 billion on ap-
plied research, and $138.1 billion on development, by
current estimates. These totals are the result of continu-
ous increases over several years. They reflect a 4.7 percent
annual increase, in real terms, for basic research; 3.9 per-
cent for applied research; and 3.4 percent for development
since 1980. As a share of all 1998 R&D performance ex-
penditures, basic research represented 16.7 percent, ap-
plied research 22.5 percent, and development 60.8 per-
cent. These shares have not changed very much over time.

�R&D in the broad area of the life sciences is character-
ized by strong and fairly continuous real growth. Fed-
eral obligations for research in the life sciences rose from
$8 billion in 1985 (in constant 1992 dollars) to $11 billion
in 1996. Company-funded R&D in drugs and medicines
grew dramatically in real terms, from $4 billion in 1985 to
$10 billion in 1997. Likewise, academic R&D (not
Federally funded) in the life sciences and bioengineering/
biomedical engineering grew continuously, from $3 bil-
lion in 1985 (in constant 1992 dollars) to $5 billion in 1996.

�Growth in collaborative research is an important trend
in R&D activities as a means of synergizing R&D in-
vestments. By the end of 1998, 741 research joint ven-
tures (RJVs) associated with NCRA and the National Co-
operative Research and Production Act had been registered.
By 1998, however, the number of new RJV filings had
fallen sharply to 31 per year, after having reached a peak
of 115 in 1996.

�Cooperative research and development agreements
(CRADAs) between Federal agencies and other sectors
grew in number geometrically, from 34 in 1987 to 3,688
in 1996 (averaging 68 percent growth per year). Be-
tween 1996 and 1997, however, the number of active
CRADAs declined to 3,239.

International Comparisons
of National R&D Trends

�The United States accounts for roughly 43 percent of
the industrial world’s R&D expenditure total. U.S. R&D
investments continue to outdistance, by more than 2 to 1,
R&D investments made by Japan, the second largest per-
former. Not only did the United States spend more money
on R&D activities in 1997 than did any other country, it
also spent as much by itself as the other “group of seven”
(G-7) countries—Canada, France, Germany, Italy, Japan,
and the United Kingdom—combined. In terms of nonde-
fense R&D spending, however, combined expenditures in

those six countries exceeded nondefense R&D spending
in the United States by 17 percent in 1996.

�Relative to shares reported in other G-7 countries, U.S
basic research spending (17 percent of its R&D total)
is less than the shares reported for Germany, France,
and Italy (each at 21–22 percent ) but higher than the
basic research share in Japan (12 percent of its R&D
total). Basic research accounts for 18 percent of Russia’s
R&D total.

�There was a worldwide slowing in R&D spending in
large and small countries in the early 1990s. In fact,
inflation-adjusted R&D spending fell for three consecu-
tive years (1992, 1993, and 1994) in the United States,
Japan, Germany, and Italy. R&D spending has since re-
covered in these countries but has remained stagnant in
France and the United Kingdom. Most of the recent R&D
growth results from rebounding industrial nondefense
spending.

�The most notable trend among G-7 and other
Organisation for Economic Co-operation and Devel-
opment (OECD) countries has been the relative decline
in government R&D funding. In 1997, roughly one-third
of all OECD R&D funds derived from government
sources—down considerably from the 45 percent share
reported 16 years earlier. Much of this change reflects a
decline in industrial reliance on government funds for R&D
performance. In 1981, government provided 23 percent of
the funds used by industry in the conduct of R&D within
OECD countries. By 1997, government’s share of the in-
dustry R&D total had fallen by more than one-half, to 10
percent of the total.

�Even with the recovery in R&D spending in many G-7
countries, their R&D/GDP ratios generally are no
higher now than they were at the start of the 1990s. The
U.S. R&D/GDP ratio inched back up to 2.7 percent in 1998
from its 16-year low of 2.4 percent in 1994. The United
States ranked sixth among OECD countries in terms of
reported R&D/GDP ratios for 1995–97. Sweden leads all
countries with a R&D/GDP ratio of 3.9 percent, followed
by Japan and South Korea (2.9 percent), Finland (2.8 per-
cent), and Switzerland (2.7 percent).

�R&D spending in the Russian Federation remains con-
siderably below levels in place prior to the introduc-
tion of a market economy. R&D downsizing and restruc-
turing of obsolete, state-owned (generally military-ori-
ented) enterprises were undertaken to establish viable com-
mercial and scientific R&D infrastructures. In 1997, in-
flation-adjusted R&D spending was 74 percent below the
level reported for 1990, and the number of scientists and
engineers employed in research was less than half the num-
ber estimated to be employed in 1990.

�Worldwide changes in the R&D landscape are present-
ing governments with a variety of new challenges and
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opportunities. Defense R&D has been substantially re-
duced not only in the United States but also in the United
Kingdom and France, where the national defense share of
the government R&D total declined from 44 percent to 38
percent and from 40 percent to 28 percent, respectively,
during the 1990–97 period.

�Among nondefense functions, U.S. government R&D
spending for health is far greater than for any other
activity. Health accounts for about 19 percent of govern-
ment R&D, making it second only to defense R&D activi-
ties. In the United Kingdom, 15 percent of the government’s
R&D support is health related. Several additional nonde-
fense functions are emphasized to different degrees among
other G-7 countries. Relatively large shares of government
R&D support are devoted to energy in Japan; to space in
France and the United States; and to industrial develop-
ment in Canada, Germany, and Italy.

�Many countries have put fiscal incentives into place to
increase the overall level of R&D spending and to stimu-
late industrial innovation. Almost all industrialized coun-
tries (including the United States) allow industry R&D ex-
penditures to be 100 percent expensed (written off as costs
in expense statements) in the year they are incurred, and
about half of these countries (including the United States)
provide some type of additional R&D tax credit or incen-
tive. In fiscal year 1998, U.S. industry received an esti-
mated $3.2 billion through tax credits on incremental
research and experimentation expenditures. About 15 states
in the United States offer additional R&D tax credits. Most
countries (including the United States) provide preferen-
tial R&D programs for small businesses.

�International partnerships have become a pillar in the
global R&D landscape. In many countries, the rapid rise
in international cooperation has spawned activities that now
account for more than 10 percent of government R&D
expenditures. According to a 1999 study, seven agencies
of the U.S. government participated in 575 international
science and technology agreements in FY 1997 with 57
countries, 8 international organizations, and 10 groups of
organizations or countries.

�Industrial firms increasingly have used global research
partnerships to strengthen core competencies and ex-
pand into technology fields critical for maintaining
market share. Since 1990, companies worldwide have en-
tered into more than 5,100 known multifirm R&D alli-
ances involving strategic high-technology activities. About
one-third of these alliances were between U.S. firms and
European or Japanese firms. Alliances were created most
often to develop and share information technologies.

�Worldwide, an increasing share of industrial R&D per-
formance is financed by foreign (generally industry)
sources. U.S. companies make substantial R&D invest-
ments overseas ($13.1 billion in 1997). From 1985 to 1996,

U.S. firms’ investment in overseas R&D increased almost
three times faster than company-funded R&D performed
domestically (9.7 percent versus 3.4 percent average an-
nual constant-dollar growth). Equivalent to about 6 per-
cent of industry’s total (domestic plus overseas) R&D fund-
ing in 1985, overseas R&D represented 10.4 percent of
U.S. industry’s R&D funding in 1996. In 1997, strong
growth in companies’ domestic financing for research (up
10 percent) coupled with a 7 percent decline in industry’s
overseas R&D spending reduced the overseas share to 8.9
percent of companies’ R&D total.

�More than two-thirds of U.S.-funded R&D abroad was
performed in Europe—primarily in Germany, the
United Kingdom, and France. The current European
share of U.S. industry’s offshore R&D activity, however,
is less than the 75 percent share reported for 1982. Over-
all, U.S. R&D investments abroad have generally shifted
from the larger European countries and Canada toward
Japan, several of the smaller European countries (notably
Sweden and the Netherlands), Australia, and Brazil. Phar-
maceutical companies accounted for the largest industry
share (18 percent of U.S. 1997 overseas R&D), which was
equivalent to 21 percent of their domestically financed
R&D. Much of this pharmaceutical R&D took place in
the United Kingdom.

�U.S. firms are known to have established at least 186 R&D
facilities in other countries by 1997. Japan leads all coun-
tries as the site of overseas U.S. R&D facilities (43), fol-
lowed by the United Kingdom, Canada, France, and Ger-
many. Most U.S.-owned foreign facilities support the auto-
motive (32 facilities), drugs and biotechnology (28), com-
puters (25), and chemicals and rubber (23) industries.

�Substantial R&D investments are made by foreign firms
in the United States. From 1987 to 1996, inflation-ad-
justed R&D growth from majority-owned U.S. affiliates
of foreign firms averaged 10.9 percent per year. This
growth contrasts favorably with the 3.9 percent average
annual rate of increase in U.S. firms’ domestic R&D fund-
ing. R&D expenditures in the United States by foreign com-
panies are now roughly equivalent to U.S. companies’ R&D
investment abroad. Affiliates of firms headquartered in
Germany, Switzerland, the United Kingdom, France,
Japan, and Canada collectively account for 81 percent of
this foreign funding.

�Foreign-funded R&D in the United States in 1996 was
concentrated in drugs and medicines (mostly from
Swiss, German, and British firms), industrial chemi-
cals (funded predominantly by German and Dutch
firms), and electrical equipment (one-third of which
came from French affiliates). More than 700 R&D fa-
cilities run by 375 foreign-owned companies from 24 dif-
ferent countries are located in the United States.

Science & Engineering Indicators – 2000 � 2-5
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Introduction

Chapter Overview

The U.S. economy approaches the end of the 20th century
with unprecedented real growth, miniscule inflation, low un-
employment, and strong consumer and investor confidence.
Economists have dubbed it the “Cinderella economy.” The
reasons for this success are many and varied. However, it can
be argued that technological change has been behind the eco-
nomic boom of the late 1990s.

Technological change has three general effects on the
economy. First, it reduces the costs of producing goods and
providing services. That is, technological change allows for
the consumption of greater amounts of goods and services,
without the use of greater amounts of human labor, physical
capital, or natural resources. Second, technological change is
responsible for the creation of new and improved goods and
services. Although the relative value of any new product is
subjectively determined by each individual, the spending pat-
terns of consumers overall often reveal the preferability of
these new products over their predecessors. Ironically, the third
factor—what technological change has not yet done, but is
expected to do—may have made the greatest contribution to
the recent economic boom. Technological change is expected
to continue to transform many aspects of economic produc-
tion, distribution, and consumption. Such changes include,
for example, further development of Internet commerce (e.g.,
banking and retail operations), additional advances in bio-
technology (e.g., “designer” drugs), greater automation in pro-
duction (e.g., advanced robotic systems), new forms of
household entertainment (e.g., digital video disc entertain-
ment systems), and new ways of conducting scientific research
itself (e.g., the creation of virtual laboratories). Investors and
public planners have continued to devote new resources to
preparing for these changes, thereby stimulating economic
investment and expansion. Thus, much of the current invest-
ment-led economic growth is only a prelude to future ad-
vances. In this sense, our present is being influenced largely
by our future—a future that will owe much of its character to
technological change.

Of course, innovation—and the technological change that
results from it—does not just happen. It has to be paid for—
through expenditures on research and development (R&D).
How R&D funds are spent helps determine how scientific
knowledge will accumulate and how technological change
will be manifested. Thus, R&D decisionmaking—how much
different organizations spend and on what areas of science or
engineering—is critical to the future of the U.S. economy and
national well-being. This factor explains why the United States
and many other nations collect extensive R&D expenditures
data and disseminate the information worldwide for study by
analysts in a wide variety of fields.

In addition to indicating the directions of technological
change, R&D expenditure data also measure the level of eco-
nomic purchasing power that has been devoted to R&D

projects as opposed to other economic activities. Industrial
(private sector) funding of R&D, for example—which repre-
sents most of R&D expenditure in the United States—may
be interpreted as an economic metric of how important R&D
is to U.S. companies, which could have easily devoted those
same funds to any number of other business activities. Like-
wise, government support for R&D reflects government and
society’s commitment to scientific and engineering advance-
ment, which is an objective that must compete for dollars
against other functions served by discretionary government
spending. The same basic notion holds for other sectors that
fund R&D, such as colleges and universities and other non-
profit organizations.

Total R&D expenditures therefore reveal the perceived
economic importance of R&D relative to all other economic
activities. Because institutions invest in R&D without know-
ing the final outcome (if they did, it would not be R&D), the
amount they devote is based on their perception, rather than
their absolute knowledge, of R&D’s value. Such informa-
tion about R&D’s perceived relative value is also extremely
useful for economic decisionmaking. For example, increased
R&D in a particular field of study may reflect an increase in
demand for scientists and engineers to study and work in
that field. An increase in R&D in a particular industrial sec-
tor could be among the first signs that the sector is about to
expand with new lines of products or services. Of course,
R&D data alone are not enough to accurately analyze the
future growth of a field of study or an industrial sector, but
they may well be an important input into such analysis. This
chapter therefore presents information that will provide a
broad understanding of the nature of R&D expenditures and
the implications of these data for science and technology
policy.

Chapter Organization
This chapter has two major parts, both of which examine trends

in R&D expenditures. The first part looks into R&D performed
in the U.S. alone; the second compares R&D trends across na-
tions. The first part contains sections on economic measures of
R&D; trends in financial support for R&D; trends in R&D per-
formance; industrial R&D performance; R&D performance by
geographic location, character of work, and field of science; and
intersector and intrasector R&D partnerships and alliances. The
second part contains sections on total and nondefense R&D
spending; ratios of R&D to gross domestic product (GDP) among
different nations; international R&D funding by performer and
source; the character of R&D efforts (or R&D efforts separated
into basic research, applied research, and development compo-
nents); international comparisons of government R&D priori-
ties; comparisons of government R&D tax policies; the growth
in public- and private-sector international R&D agreements and
alliances; the United States’ international R&D investment bal-
ance; and patterns in overseas R&D and foreign R&D performed
in the United States, in terms of both expenditures and facility
placement.
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Economic Measures of R&D

Latest Developments in U.S. National R&D
The United States is spending more money on R&D than

ever before, even when the amounts are adjusted for infla-
tion. In 1998 (the most recent year for which R&D expendi-
ture data are available at this writing), total R&D expenditures
in the United States reached $227.2 billion.1 Moreover, the
rate at which R&D has been increasing in recent years has
been impressive. The $227.2 billion total for 1998 reflects a
nominal growth rate (without accounting for inflation) of 7.5
percent over the 1997 level of $211.3 billion, or a real growth
rate (after adjusting for inflation) of 6.5 percent.2 Similar
growth occurred in 1997: The 1997 level of R&D reflects a
7.5 percent nominal growth over the $196.5 billion spent in
1996, or 5.5 percent real growth.

By comparison, the U.S. GDP,3 the main measure of the
nation’s total economic activity, grew in real terms by 3.9
percent per year in 1997 and 1998. Such growth in the GDP
is exceptionally high, yet it is slower than the growth of R&D.
R&D has generally been outpacing the overall growth of the
economy since 1994. As a result, R&D as a proportion of
GDP has been on the rise as well—from 2.43 percent in 1994
to 2.67 percent in 1998.

Organizations that conduct R&D often receive outside
funding; likewise, organizations that fund R&D often do not
perform as much R&D as the amount of money they devote
to it. Therefore, any discussion of the nation’s R&D must al-
ways be careful to distinguish between where the money
comes from originally and where the R&D is actually per-
formed. That is, R&D expenditures can be categorized, re-
spectively, by source of funds or by performer.

By source of funds, most of the nation’s R&D is paid for
by private industry, which provided 65.9 percent ($149.7 bil-
lion) of total R&D funding in 1998. Nearly all of these funds
(98 percent) were used by private industry itself in the perfor-
mance of its own R&D, and most of these funds (70 percent)
were for the development of products and services rather than
for research. In 1998, the Federal Government provided the
next largest share of R&D funding—29.5 percent ($66.9 bil-
lion dollars)—and the other sectors of the economy (state
governments, universities and colleges, and nonprofit insti-
tutions) contributed the remaining 4.7 percent ($10.6 billion).
(See figures 2-1, 2-2, and 2-3 and text table 2-1.)

By performer, industry in 1998 accounted for an even larger
share of the total—74.4 percent; universities and colleges ac-
counted for 11.6 percent, and the Federal Government accounted
for 7.6 percent. Federally Funded Research and Development
Centers (FFRDCs)—which are administered by various indus-
trial, academic, and nonprofit institutions—accounted for an ad-
ditional 3.8 percent, and other nonprofit organizations accounted
for 2.6 percent. (See figures 2-2 and 2-3.)4

R&D Growth Trends
Between 1953 and 1969 R&D expenditures grew at a real

annual rate of 8.2 percent.5 Starting in 1969, however, and for
nearly a decade thereafter, R&D growth failed to keep up
with either inflation or general increases in economic output.
In fact, between 1969 and 1975, real R&D expenditures de-
clined by 1 percent per year as business and government
tended to deemphasize research programs. (See figure 2-1.)

1Projections for 1998 and preliminary tabulations for 1997 were based in
part on time-series modeling techniques. Except for discussions of the Fed-
eral budget authority, which refer to fiscal years, other references to years in
this chapter refer to calendar years, not fiscal years (even in discussions of
academic and Federal intramural performance). Other chapters in this report
and other NSF reports on academic or Federal expenditures alone, however,
often refer to fiscal years because those institutions operate on a fiscal year
basis. Calendar years are used in this chapter and in the NSF reports Na-
tional Patterns of R&D Resources and Research and Development in Indus-
try, however, for consistency with industry data, which represent three-fourths
of U.S. R&D expenditure, and for consistency with the vast majority of all
other national economic statistics provided by Federal statistical agencies.

2For a discussion of how dollar amounts are adjusted for inflation, see “Ap-
pendix A: Controlling for Inflation and Foreign Currency,” in NSF (1999c).

3For historical data on the GDP, see appendix table 2-1.

4 In some of the statistics provided below, FFRDCs are included as part of
the sector that administers them. In particular, statistics on the industrial
sector often include industry-administered FFRDCs as part of that sector
because some of these statistics from the NSF Industry R&D Survey cannot
be separated with regard to the FFRDC component. Whenever a sector is
mentioned in this chapter, the wording used will specify whether FFRDCs
are included.

5For additional background on U.S. R&D in the 1950s, see chapter 1.

Billions of current dollars

Billions of constant 1992 dollars

Figure 2-1.
National R&D funding, by source: 1953–1998

See appendix tables 2-5 and 2-6.
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development) and to greater support for health-related R&D.
Non-Federal R&D increases were concentrated in industry
and resulted largely from greater emphasis on energy conser-
vation and improved use of fossil fuels. Consequently, en-
ergy concerns fostered increases in R&D funding by Federal
and non-Federal sources. In particular, support for energy
R&D rose more than 150 percent in real terms between 1974
and 1979 and accounted for approximately one-half of the
national increase in real R&D spending.

Overall, the 1975–80 R&D recovery witnessed an aver-
age growth rate of 4.4 percent per year. That annual rate re-
mained between 4 and 5 percent through 1982, though the
early 1980s saw a heavy shift toward defense-related activi-
ties. As a result of these increases in defense R&D, growth in
real R&D expenditures accelerated to an average annual rate
of 8.2 percent over 1982–85. Such rapid growth had not been
seen since the post-Sputnik era of the early 1960s.

 On average, R&D spending increased 6.8 percent per year
in real terms in the first half of the 1980s. The situation then
changed abruptly again. From 1985 to 1994, average annual
R&D growth after inflation slowed to 1.1 percent, compared
with a 2.4 percent annual real growth in GDP. Reductions in
Federal and non-Federal funding of R&D as a proportion of
GDP had contributed to this slowing. However, the decline in
real Federal R&D funding was the primary factor in the slow
growth of R&D in the early 1990s.6

This downward trend reversed again in 1994, as a result of
substantial increases in industrial R&D.7 R&D in the United

6 These findings are based on performer-reported R&D levels. In recent
years, increasing differences have been detected in data on Federally financed
R&D as reported by Federal funding agencies, on the one hand, and by per-
formers of the work (Federal labs, industry, universities, and other nonprofit
organizations), on the other hand. For a discussion of this divergence in R&D
totals, see sidebar, “Accounting for Defense R&D: Gap Between Performer-
and Source-Reported Expenditures.”

7For a detailed discussion of this upturn, see Jankowski (1999).

Figure 2-2.
National R&D expenditures: 1998

FFRDCs = Federally Funded Research and Development Centers

NOTE: Data labels rounded to nearest whole number.

See appendix tables 2-3, 2-5, 2-7, 2-11, and 2-15.
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Federal funding in particular fell 19 percent in real terms dur-
ing this period; this decrease was felt in defense- and nonde-
fense-related programs (as discussed in greater detail below).

The situation turned around in the mid-1970s. Following
an economic recovery from the 1974 oil embargo and the
1975 recession, R&D expenditures increased in real terms by
approximately 72 percent from 1975 to 1985 (5.6 percent per
year), compared with a 37 percent rise in real GDP over the
same period. During the first half of this period (1975–80),
there was considerable growth in Federal R&D funding for
nondefense activities. Although defense-related R&D expen-
ditures rose as well, much of the Federal R&D gain was at-
tributable to energy-related R&D (particularly nuclear energy

Percent of total R&D spending

Figure 2-3.
National R&D expenditures, by source of funds

See appendix table 2-5. Science & Engineering Indicators – 2000

0

10

20

30

40

50

60

70

80

Industry

Federal

Other 

1953 1958 1963 1968 1973 1978 1983 1988 1993 1998



Science & Engineering Indicators – 2000 �2-9

Text table 2-1.
U.S. R&D expenditures, by performing sector, source of funds, and character of work:  1998
(Millions of U.S. dollars)

U&C Other Percent
Character of work/ Federal Universities associated nonprofit distribution
sources of funds Government Industrya and colleges FFRDCsb institutionsa Total  by sources

TOTAL R&D
Federal Government ...................... 17,189 24,589 15,558 5,517 4,077 66,930 29.5%
Industry .......................................... .. 146,706 1,896 .. 1,051 149,653 65.9%
Universities and colleges ............... .. .. 7,049 .. .. 7,049 3.1%
Other nonprofit institutions ............ .. .. 1,840 .. 1,702 3,541 1.6%
Total. .............................................. 17,189 171,295 26,343 5,517 6,830 227,173 100.0%
Percent distribution, performers .... 7.6% 75.4% 11.6% 2.4% 3.0% 100.0%

BASIC RESEARCH
Federal Government ...................... 2,920 1,816 11,248 2,721 1,531 20,235 53.4%
Industry .......................................... .. 9,625 1,205 .. 483 11,313 29.9%
Universities and colleges ............... .. .. 4,479 .. .. 4,479 11.8%
Other nonprofit institutions ............ .. .. 1,169 .. 681 1,850 4.9%
Total. .............................................. 2,920 11,441 18,100 2,721 2,695 37,877 100.0%
Percent distribution, performers .... 7.7% 30.2% 47.8% 7.2% 7.1% 100.0%

APPLIED RESEARCH
Federal Government ...................... 5,421 3,087 3,130 1,545 1,144 14,326 28.0%
Industry .......................................... .. 32,701 567 .. 357 33,625 65.6%
Universities and colleges....... ........ .. .. 2,107 .. .. 2,107 4.1%
Other nonprofit institutions.... ........ .. .. 550 .. 613 1,163 2.3%
Total. .............................................. 5,421 35,788 6,354 1,545 2,114 51,221 100.0%
Percent distribution, performers .... 10.6% 69.9% 12.4% 3.0% 4.1% 100.0%

DEVELOPMENT
Federal Government ...................... 8,848 19,686 1,181 1,251 1,403 32,369 23.4%
Industry .......................................... .. 104,380 124 .. 210 104,715 75.8%
Universities and colleges ............... .. .. 463 .. .. 463 0.3%
Other nonprofit institutions ............ .. .. 121 .. 408 529 0.4%
Total. .............................................. 8,848 124,066 1,888 1,251 2,021 138,075 100.0%
Percent distribution, performers .... 6.4% 89.9% 1.4% 0.9% 1.5% 100.0%

FFRDC = Federally Funded Research and Development Center

NOTE: State and local government funds are included in industry funds reported to industry performers, and in university and college funds reported to
university and college performers.  Details may not add to totals because of rounding.

aExpenditures for FFRDCs administered by both industry and nonprofit institutions are included in the totals of their respective sectors. They are
estimated  to account  for less than 2 percent and 12 percent, respectively, of the industry and nonprofit institutions performance totals.  FFRDCs are
organizations exclusively or substantially financed by the Federal Government to meet a particular requirement or to provide major facilities for research
and training purposes.

bFFRDCs administered by individual universities and colleges and by university consortia.

See appendix tables 2-3 , 2-7, 2-11, and 2-15.
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States grew in real terms by 5.8 percent per year between
1994 and 1998, in spite of virtually no real growth (0.6 per-
cent per year) in Federal R&D support. Over the same pe-
riod, industrial support for R&D grew at a real annual rate of
8.9 percent. Much of this increase might be explained by the
favorable economic conditions that generally existed during
the period.

Trends in Financial Support for R&D

Federal Support by National Objective

Federal Funding Trends
In recent years the Federal Government has contributed

smaller shares of the Nation’s R&D funding. The Federal
Government once was the main provider of the Nation’s R&D
funds—accounting for 54 percent in 1953 and as much as 67
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percent in 1964. The Federal share of R&D funding first fell
below 50 percent in 1979, and it remained between 45 and 47
percent from 1980 to 1988. Since then it has fallen steadily,
to 29.5 percent in 1998—the lowest ever recorded in the Na-
tional Science Foundation’s (NSF) data series (which began
in 1953).8 This decline in the Federal share, however, should
not be misinterpreted as a decline in the actual amount funded.
Federal support in 1998 ($66.9 billion), for example, actually
reflects a 2.1 percent increase in real terms over the 1997
level. Because industrial funding increased much faster (see
above), however, Federal support as a proportion of the total
has continued to decline.

Although the Federal share of total R&D expenditures con-
tinued to fall, Federal R&D funding, in absolute terms, actu-
ally expanded between 1980 and 1998 (from $30.0 billion to
$66.9 billion)—which, after inflation, amounted to a small, real
growth rate of 1.0 percent per year. This rate was not uniform
across the period, however. From 1980 to 1985, Federal R&D
funding grew an average of 6.2 percent in real terms annually.
Nearly all of the rise in Federal R&D funding during the early
1980s resulted from large increases in defense spending—as
evidenced by figures on the Federal budget authority. (See fig-
ure 2-4.) For example, defense activities of the Department of
Defense (DOD) and the Department of Energy (DOE) ac-
counted for roughly half of the total Federal R&D budget au-
thorizations in 1980.9 By 1986, such defense-related activities
peaked at 69 percent of the Federal R&D budget authority.

Federal support slowed considerably beginning in 1986—
reflecting the budgetary constraints imposed on all govern-
ment programs, including those mandated by the Balanced
Budget and Emergency Deficit Control Act of 1985 (also
known as the Gramm-Rudman-Hollings Act) and subsequent
legislation (notably the Budget Enforcement Act of 1990,
which mandated that new spending increases be offset with
specific spending cuts).

Federal Support by Budget Function
In 1980, the Federal budget authority for defense-related

R&D was roughly equal to that for nondefense R&D. As a
result of modifications in U.S. security measures in an evolv-
ing international arena, defense-related R&D expanded in the
early and mid-1980s, coinciding with a decline in nondefense-
R&D spending. This defense-related R&D expansion was
followed by a period of defense-related R&D reductions in
the late 1980s and the 1990s. Nondefense R&D, on the other
hand, has been steadily increasing since 1983. For the year

2000, the budget authority for defense R&D and nondefense
R&D are roughly equal again, but they are now 28 percent
and 29 percent higher in real terms than their respective 1980
levels.

Since 1986, Federal budget authority for civilian-related
R&D has grown faster than defense-related R&D. In particu-
lar, the budget allocation for health- and space-related R&D
increased substantially between FY 1986 and FY 2000, with
average real annual growth rates of 4.9 and 5.1 percent, re-
spectively. (Most of the growth in the budget authority for
space-related R&D occurred between FY 1986 and FY 1991.)
(See figure 2-4.) The budget allocation for defense programs
declined by an average real annual rate of 2.5 percent during
the same period.

R&D (most of which is development) accounts for 13 per-
cent of all money authorized to be spent by the Federal Gov-
ernment on defense activities in 2000, according to the Federal
budget authority. In contrast, R&D accounts for only 3 per-
cent of the Federal nondefense budget authority, though many
nondefense functions have much higher proportions. (See text
table 2-2.) With regard to nondefense objectives (or “budget
functions”), R&D accounts for 73 percent of the funds for
general science—nearly all of which (95 percent) is devoted
to basic research. (See text table 2-3.) R&D accounts for 67
percent of the funds for space research and technology, most
of which (78 percent) is devoted to applied research and de-
velopment. Among funds for health, R&D represents 10 per-
cent, most of which (54 percent) is devoted to basic research
and nearly all of which is directed toward NIH programs.

8The sample design for estimating industry R&D expenditures was re-
vised for 1991 and later years. The effect of the change in industry’s sample
design was to reduce the Federal share of the national R&D total to 38 per-
cent in 1991, down from the 41 percent share previously published for 1991.
For more information on these survey changes and their effects on R&D
estimates, see Appendix A in NSF (1999c).

9These percentage share calculations of defense-related R&D activities
are based on Federal budget authorization totals, not on data reported by the
performers of R&D. Although funding is designated in the budget authority,
it is actually provided through appropriations, not authorizations. In con-
gressional terminology, authorizations are only guidelines, suggestions, or
ceilings for appropriations and do not result in any money actually being
spent. Only appropriations can provide money.

Billions of constant 1992 dollars

Figure 2-4.
Federal R&D funding, by budget function

NOTES: “Other” includes all nondefense functions not separately 
graphed, such as agriculture and transportation. The 1998 increase 
in general science and decrease in energy resulted from a 
reclassification.

See appendix table 2-23. Science & Engineering Indicators – 2000
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21st Century Research Fund and Earlier Concepts

The discussion and statistics on Federal funding of R&D
provided in this chapter are based on two economic mea-
sures of R&D that have significant historical precedence:
the Federal “budget authority” for R&D and accounts of
“Federal funds” for R&D. Statistics on the R&D budget
authority are provided in the Budget of the United States
Government, though more detailed information on the
budget authority for R&D is acquired through the NSF
survey Federal R&D Funding by Budget Function. Statis-
tics on Federal funds for R&D are acquired through the
NSF survey Federal Funds for Research and Development.
These two Federal surveys, along with other NSF surveys
of the academic, industrial, and nonprofit sectors, provide
the statistical information on R&D levels presented in this
chapter.

The budget authority and Federal funds differ in defi-
nition. The budget authority is the primary source of legal
authorization to enter into financial obligations that will
result in outlays. Budget authority is most commonly
granted in the form of appropriations laws enacted by
Congress with the approval of the President. In contrast,
Federal funds are measured in the form of obligations,
which represent the amounts for orders placed, contracts
awarded, services received, and similar transactions dur-
ing a given period, regardless of when the funds were ap-
propriated or when future payments are required.

In recent years, however, alternative concepts have been
used to isolate and describe fractions of Federal support
that could be associated with scientific achievement and
technological progress. In a 1995 report (NAS 1995), mem-
bers of a National Academy of Sciences committee pro-
posed an alternative method of measuring the Federal
Government’s science and technology (S&T) investment.
According to the committee members, this approach—
titled the Federal Science and Technology (FS&T) bud-
get—might provide a better way to track and evaluate trends
in public investment in R&D. (This concept was discussed
in Science & Engineering Indicators—1998.) The FS&T
concept differed from Federal funds for research in a vari-
ety of ways: It was never defined in precise terms; unlike
Federal funds, it did not include major systems develop-
ment supported by DOD and DOE; and it contained not
only research but also some development and some R&D
plant.*

In the FY 1999 budget, a new concept—the “Research
Fund for America” (RFA)—was introduced, which re-
flected the Administration’s interest in addressing the FS&T

concept previously proposed by the Academy. Unlike the
FS&T budget, however—which was constructed from
components of the R&D budget—the RFA was constructed
out of easily-trackable programs and included some non-
R&D programs, such as NSF education programs and staff
salaries at the National Institutes of Health (NIH) and NSF.
The RFA consisted of only civilian (nondefense) R&D; it
captured 94 percent of civilian basic research, 72 percent
of civilian applied research, and 51 percent of civilian de-
velopment. With regard to specific Federal agencies, the
RFA included R&D supported by the Department of Health
and Human Services (HHS), NSF, DOE, the Department
of the Interior (DOI), the Environmental Protection Agency
(EPA), and the Department of Veterans Affairs; R&D sup-
ported by various offices under the Department of Agri-
culture (USDA), the Department of Commerce (DOC),
the National Aeronautics and Space Administration
(NASA), and the Department of Education; and R&D as-
sociated with the “Climate Change Technology Initiative”
interagency project. Not included under the RFA concept
was R&D supported by DOD, the Department of Housing
and Urban Development (HUD) (not otherwise included
in the climate change technology initiative), the Depart-
ment of Justice (DOJ), the Department of Labor (DOL),
and the Department of Transportation (DOT).

The FY 2000 Budget refers to the concept “21st Cen-
tury Research Fund,” which is a slight modification of the
RFA. It expands the RFA to include basic and applied re-
search in defense, adds certain programs in transportation,
and removes the HUD portion of the climate change tech-
nology initiative. Thus, the 21st Century Research Fund
includes research supported by HHS, NSF, DOE, NASA,
DOD, USDA, DOC, DOI, EPA, the Department of Veter-
ans Affairs, the Department of Education, and DOT but
does not include research supported by HUD, DOJ, DOL,
the Treasury Department, the Smithsonian Institution, and
other agencies with relatively low levels of research sup-
port.

The 21st Century Fund’s estimated total budget author-
ity for FY 1998, according to the 2000 Budget of the United
States Government, is $33.8 billion. It captures approxi-
mately 95 percent of total basic research and 75 percent of
total applied research. Like the RFA, the 21st Century Fund
includes some development funds, as well as the same non-
R&D programs as the RFA. Consequently, it is not com-
parable to total research funding as defined and reported
in this chapter.

*For additional discussion on the differences between R&D, FS&T,
and the programs in the 21st Century Fund, see Chapter 6 of AAAS
(1999b).
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At first glance, the R&D budget authority for energy ap-
pears to have declined rapidly in recent years—in particular,
from $2.4 billion in 1997 to only $0.9 billion in 1998. (See
figure 2-4.) This effect, however, was the result of reclassifi-
cation, not an actual decline in economic resources devoted
to energy R&D. Beginning in FY 1998, several DOE pro-
grams were reclassified from “energy” to “general science,”
so the decline from $2.4 billion to $0.9 billion in energy R&D
was offset by an increase in general science from $2.9 billion
to $4.4 billion. (See appendix table 2-23.)

Federal Support by Functional Categories
Defense-related R&D, as a proportion of the Nation’s total

R&D, has undergone substantial shifts. From 1953 to 1959,
defense-related R&D rose from 48 percent to 54 percent; it
then declined to a relative low of 24 percent in 1980. From
1980 to 1987, it climbed again to 31.8 percent, but then it de-
clined again to a low of 16 percent in 1998.10 (See figure 2-5.)

Space-related R&D funding, as a percentage of total R&D
funding, reached a peak of 22 percent in 1965, during the
height of U.S. efforts to surpass the Soviet Union in space
travel. It declined after that, to a low of 3 percent in 1984 and
1986. By 1990 it was back up to 4 percent, and it has re-
mained between 4 and 5 percent since. Federal support for
nondefense/nonspace R&D programs, as a percentage of to-
tal U.S. R&D, has been declining steadily since 1994, when it
was 12 percent. It was 10 percent in 1998—the lowest since
1961 (when it was 9 percent).

R&D by Federal Agency
According to preliminary data provided by Federal agen-

cies, in FY 1999 DOD was the source of 75 percent of all
Federal R&D obligations to industry, excluding industry-ad-
ministered FFRDCs. (See appendix table 2-38.) Nearly all
(94 percent) of these funds supported development work. Two
other agencies—NASA and DOE—provide most of the other
Federal R&D funds that industry receives.

HHS accounted for 59 percent of all Federal R&D obliga-
tions to universities and colleges, excluding university-admin-
istered FFRDCs, in FY 1999. Most of HHS’s R&D support
(56 percent) is directed toward academia; 21 percent is spent
internally, mostly in NIH laboratories. HHS also accounts for
67 percent of all Federal R&D obligations for nonprofit or-
ganizations in 1999. Approximately 5 percent of HHS R&D
obligations go to industrial firms.

NSF and DOD are the other leading supporters of R&D
conducted in academic facilities. Eighty-one percent of NSF’s

Text table 2–2.
R&D as a percentage of Federal budget authority,
by function: FY 2000

R&D total Federal R&D
Budget function (preliminary 2000) total share

Total ...................................... 75,415 1,781,050 4.2
  On-budget ........................... 75,415 1,441,914 5.2
    National defense ............... 37,710 280,800 13.4
    Nondefense (on-budget) ... 37,704 1,161,114 3.2
      Health .............................. 15,824 155,483 10.2
      Space research
         and technology ............ 8,422 12,509 67.3
      Energya ............................ 1,348 (2,260) NA
      General science .............. 4,951 6,771 73.1
      Natural resources
         and environment .......... 1,944 23,952 8.1
      Transportation ................. 1,840 53,423 3.4
      Agriculture ....................... 1,522 14,148 10.8
      All other ........................... 1,853 897,088 0.2

NA = Not applicable

NOTES: Because of rounding, components may not add to totals
shown. Data are derived from the Administration’s 1999 budget
proposal. On-budget totals are for all Federal Government
transactions except those of the Social Security trust funds (Federal
Old-Age and Survivors Insurance and Federal Disability Insurance
Trust Funds) and the Postal Service.

aThe budget authority for Energy is negative because of offsetting
receipts from sales of the Strategic Petroleum Reserve.

SOURCES: National Science Foundation, Division of Science
Resources Studies, and Office of Management and Budget, The
Budget for Fiscal Year 2000,  Historical Tables, and National Science
Foundation/Division of Science  Resources Studies, Federal R&D
Funding by Budget Function: Fiscal Years 1998–2000.

Science & Engineering Indicators – 2000

Millions of dollars Percent

Text table 2–3.
Budget authority for R&D by function and charac-
ter of work:  Anticipated levels for FY 2000
(Millions of dollars)

Applied
Basic research and

Budget function  research  development R&D total

Total ............................ 18,101 57,314 75,415
  National defense ....... 1,152 36,559 37,710
  Nondefense (total) ..... 16,949 20,755 37,704
    Health ...................... 8,590 7,234 15,824
    Space research
       and technology .... 1,841 6,581 8,422
    Energy ..................... 46 1,302 1,348
    General science ...... 4,710 241 4,951
    Natural resources
       and environment .. 175 1,769 1,944
    Transportation ......... 634 1,206 1,840
    Agriculture ............... 736 786 1,522
    All other ................... 218 1,636 1,853

NOTE: Because of rounding, components may not add to totals
shown.

SOURCES: National Science Foundation, Division of Science
Resources Studies (NSF/SRS), Federal R&D Funding by Budget
Function: Fiscal Years 1998–2000, and unpublished tabulations.

Science & Engineering Indicators – 2000

10These shares by national objective represent a distribution of performer-
reported R&D data. They are distinct from the budget authority shares re-
ported above, which are based on the functional categories that constitute
the Federal budget.
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R&D budget supports projects at universities and colleges.
Most of the remainder is divided among other nonprofit or-
ganizations (7 percent), university-administered FFRDCs (6
percent), and industry (5 percent). DOD provides only 4 per-
cent of its R&D support to universities and colleges; it pro-
vides 70 percent to industry and 23 percent to Federal
intramural activities. In contrast, DOE provides 9 percent of
its support to universities, 22 percent to industry, 12 percent
to Federal intramural activities, and 37 percent to FFRDCs
administered by universities and colleges.

Of all Federal obligations to FFRDCs in FY 1999, DOE
accounted for 61 percent, NASA accounted for 18 percent,
and DOD accounted for 14 percent. More than half (56 per-
cent) of DOE’s R&D support is directed to FFRDCs.

Unlike all other Federal agencies, USDA, DOC, and DOI
spend most of their R&D obligations internally. Most of the
R&D supported by these agencies is mission-oriented and is
conducted in laboratories run by the Agricultural Research
Service, the National Institute for Standards and Technology
(NIST), and the U.S. Geological Survey (USGS).

Federal R&D obligations are concentrated in a small num-
ber of agencies. Six Federal agencies had R&D obligations
of more than $1 billion in FY 1998 (out of total Federal R&D
obligations of $72 billion). These agencies, in descending
order of R&D obligations, are DOD (48.3 percent of the to-
tal), HHS (19.02 percent), NASA (13.7 percent), DOE (8.1
percent), NSF (3.3 percent), and USDA (2.0 percent). (See
figure 2-6 and text table 2-4.)

In contrast to total R&D obligations, only three agencies
had intramural R&D expenditures that exceeded $1 billion in
1998, including costs associated with planning and adminis-
tering extramural R&D programs: DOD, HHS (which includes

NIH), and NASA. These three agencies together accounted
for 81 percent of all Federal R&D obligations for 1998 and
77 percent of Federal intramural R&D.

All agencies, including those that fund R&D, are subject
to evaluation and scrutiny according to the Government Per-
formance and Results Act (GPRA) of 1993. (See sidebar,
“GPRA and Federal Support for R&D.”)

Federal Support to Academia
The Federal Government has long provided the largest

share of R&D funds used by universities and colleges. In the
early 1980s, Federal funds accounted for roughly two-thirds
of the academic total. By 1991, however, that share had
dropped to 59 percent, and it has remained between 59 and
60 percent since. Although this share of funding has not
changed much in recent years, the actual amount of funding,
in real terms, grew an average of 4.8 percent per year be-
tween 1985 and 1994 and 2.8 percent between 1994 and 1998.
(For more information on academic R&D, see chapter 6.)

Percent

Figure 2-5.
Trends in Federal and non-Federal R&D expendi-
tures as a percentage of total R&D: 1953–98

See appendix table 2-19. Science & Engineering Indicators – 2000
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Figure 2-6.
National R&D obligations, by selected agency

See appendix table 2-26. Science & Engineering Indicators – 2000
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In response to the Clinton Administration’s effort to
move toward a government that works better and costs
less, Congress passed the Government Performance and
Results Act (GPRA) of 1993. GPRA aims to shift the fo-
cus of Federal agencies away from traditional concerns
such as staffing and the level of services provided and
toward results. Specifically, GPRA seeks to improve Fed-
eral planning and management, increase accountability for
and assessment of results, and provide better information
for congressional and agency decisionmaking. To accom-
plish these and related goals, GPRA requires every Fed-
eral agency to prepare detailed, multiyear strategic plans,
annual performance plans, and annual performance re-
ports. These documents give agencies formal tools with
which to set forth goals, to prepare plans to meet those
goals, and to assess and measure progress and accomplish-
ments on a regular and systematic basis.

GPRA poses a particular challenge for agencies that
must assess the scientific research programs they fund. In
fact, the General Accounting Office (GAO) has found that
measuring the discrete contribution of a Federal initiative
to a specific program result is particularly challenging for
regulatory programs; scientific research programs; and
programs that deliver services to taxpayers through third
parties, such as state and local governments (GAO 1997a).
Regarding research programs, GAO points out that the
amount of money spent on R&D has been used as the
primary indicator of how much research is being performed
in a given area—but that such an input indicator does not
provide a good indication of the outcomes (results) of the
research. In a recent report, GAO notes:

Experts in research measurement have tried for years to
develop indicators that would provide a measure of the
results of R&D. However, the very nature of the innova-
tive process makes measuring the performance of science-
related projects difficult. For example, a wide range of
factors determine if and when a particular R&D project
will result in commercial or other benefits. It can also
take many years for a research project to achieve
results…Experiences from pilot efforts made under the
Government Performance and Results Act have reinforced
the finding that output measures are highly specific to
the management and mission of each Federal agency and
that no single indicator exists to measure the results of
the research (GAO 1997b, 2–3).

The Committee on Science, Engineering, and Public
Policy (COSEPUP)—a joint committee of the National
Academy of Sciences, the National Academy of Engineer-
ing, and the Institute of Medicine—wrote a report titled
Evaluating Federal Research Programs: Research and the
Government Performance and Results Act (COSEPUP
1999). As the title suggests, the report addressed how
Federally supported research should be evaluated for its
compliance with GPRA requirements. According to the
report, “Agencies are required to develop a strategic plan

that sets goals and objectives for at least a 5-year period,
an annual performance plan that translates the goals of
the strategic plan into annual targets, and an annual per-
formance report that demonstrates whether targets are met”
(COSEPUP 1999, 1).

Through its expert analysis of the nature of Federal re-
search support and its understanding of GPRA require-
ments, COSEPUP reached the following conclusions:
� Both applied research and basic research…can be

evaluated meaningfully on a regular basis.
� Agencies must evaluate their research programs by us-

ing measurements that match the character of research.
� The most effective means of evaluating Federally

funded research programs is expert review.
� Agencies must pay increased attention to their human-

resource requirements in terms of training and educat-
ing young scientists and engineers and in terms of pro-
viding an adequate supply of scientists and engineers
to academe, industry, and Federal laboratories.

� Mechanisms for coordinating research programs in
multiple agencies whose fields or subject matters over-
lap are insufficient.

� The development of effective methods for evaluating
and reporting performance requires the participation
of the scientific and engineering community, whose
members will necessarily be involved in expert review
(COSEPUP 1999, 4–8).
In accordance with these findings, COSEPUP made

the following recommendations:
� Research programs should be described in strategic and

performance plans and evaluated in performance reports.
� For applied research programs, agencies should mea-

sure progress toward practical outcomes. For basic re-
search programs, agencies should measure quality, rel-
evance, and leadership.

� Federal agencies should use expert review to assess the
quality of research they support, the relevance of that re-
search to their mission, and the leadership of that research.

� Both research and mission agencies should describe in
their strategic and performance plans the goal of de-
veloping and maintaining adequate human resources
in fields critical to their missions both at the national
level and in their agencies.

� Although GPRA is conducted agency-by-agency, a for-
mal process should be established to identify and co-
ordinate areas of research that are supported by mul-
tiple agencies. A lead agency should be identified for
each field of research and that agency should be re-
sponsible for assuring that coordination occurs among
the agencies.

� The science and engineering community can and should
play an important role in GPRA implementation
(COSEPUP 1999, 8–11).

GPRA and Federal Support for R&D
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R&D performance in 1998 by university-administered
FFRDCs was $5.5 billion, or approximately 2.4 percent of
the national R&D effort. These FFRDCs accounted for 17.3
percent of total 1998 academic R&D performance (universi-
ties and colleges plus academically administered FFRDCs).
From 1974 to 1980, R&D at academically administered
FFRDCs grew by 8.5 percent per year in real terms. This in-
crease largely mirrored the Federal emphasis on energy pro-
grams. Since 1980, the Federal shift away from energy
concerns has resulted in much slower growth in academically
administered FFRDC R&D performance—only 1.2 percent
per year in real terms.

Federal Funding to Other Sectors
Trends in Federal funding to industry, FFRDCs, and other

nonprofit organizations have varied considerably over time.
(See figure 2-7.) The greatest fluctuation has been Federal
funds to industry (excluding industry-administered FFRDCs),
which rose from a low of $7.1 billion (in constant 1992 dol-
lars) in 1953 (at the beginning of a time series)11 to $31.1
billion in 1966, fell to $18.7 billion in 1975, rose sharply

Text table 2–4.
Federal R&D obligations, total and intramural by agency:  FY 1998

Total R&D Total R&D Percent of Percent change
obligations obligations as a Intramural R&D agency R&D in real intramural
(millions of share of Federal (millions of obligations that  R&D from

Agency  current dollars) total (percent) current dollars)  are intramurala  previous yearb

Department of Defense ............................... 34,832.6 48.30 7,750.6 22.25 –6.1
Dept of Health & Human Services, total ..... 13,717.8 19.02 2,957.2 21.56 9.3
National Aeronautics & Space Admin ......... 9,850.7 13.66 2,462.7 25.00 4.4
Department of Energy ................................. 5,833.1 8.09 535.1 9.17 24.3
National Science Foundation ...................... 2,356.9 3.27 14.4 0.61 3.9
Department of Agriculture, total .................. 1,441.9 2.00 954.9 66.23 3.0
Department of Commerce, total ................. 978.7 1.36 695.1 71.02 3.4
Department of Transportation, total ............ 664.7 0.92 265.8 39.99 36.8
Department of the Interior, total .................. 613.3 0.85 541.9 88.36 3.3
Environmental Protection Agency ............... 606.0 0.84 289.3 47.74 11.1
Department of Veterans Affairs ................... 299.3 0.42 299.3 100.00 17.0
Department of Education ............................ 211.8 0.29 9.8 4.63 5.3
Agency for International Development ....... 183.9 0.26 21.0 11.42 –7.8
Smithsonian Institution ............................... 134.0 0.19 134.0 100.00 1.9
Department of Justice, total ....................... 102.9 0.14 42.2 41.01 0.2
Department of the Treasury, total ................ 74.2 0.10 45.3 61.05 15.7
Social Security Administration .................... 56.1 0.08 6.3 11.23 24.5
Nuclear Regulatory Commission ................ 50.7 0.07 14.0 27.61 -9.0
Department of Labor, total .......................... 46.8 0.06 16.8 35.90 25.8
Dept of Housing & Urban Development ..... 39.6 0.05 25.0 63.13 16.5
U.S. International Trade Commission ......... 5.8 0.01 5.8 100.00 0.5
Tennessee Valley Authority . ....................... 2.9 0.00 2.9 100.00 –67.8
Library of Congress . .................................. 2.5 0.00 2.5 100.00 –11.8
Department of State . ................................. 1.0 0.00 0.3 30.00 –1.2
Other Agenciesc .......................................... 6.9 0.01 5.4 78.26 11.2
Entire Federal Governmentd ..................... 72,114.1 100.00 17,097.6 23.71 1.0

aIntramural activities include actual intramural R&D performance and the costs associated with the planning and administration of both intramural and
extramural programs by Federal personnel.

bBased on fiscal year GDP implicit price deflators for 1997 and 1998. (See appendix table 2-1.)

cIncludes: Appalachian Regional Commission, Consumer Product Safety Commission, Federal Communications Commission, Federal  Trade Commis-
sion, National Archives and Records Administration, U.S. Arms Control and Disarmament Agency, and U.S. Information Agency.

dNumbers do not total exactly, due to rounding.

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), Survey of Federal Funds for Research and Development:
Fiscal Years 1997, 1998, and 1999.

Science & Engineering Indicators – 2000

11The 1953 value is actually an overestimate because the 1953 and 1954
figures for Federal support to industry include support to industry-adminis-
tered FFRDCs, whereas the figures for subsequent years do not. (See appen-
dix table 2-6.)
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thereafter to $34.6 billion in 1987, and then fell sharply again
to $19.3 billion in 1994. From 1994 to 1998, however, Fed-
eral support to industry has been relatively unchanged—rang-
ing from $19.3 to $19.7 billion (in constant 1992 dollars).
These trends reflect the historical shifts in Federal priorities
on defense-, space-, heath-, and energy-related R&D. (See
sidebar, “FY 1998 is Final Year for Tracking of Independent
Research and Development Defense Spending.”)

Federal funding to FFRDCs and nonprofit organizations has
undergone much less fluctuation since 1953. Federal support
to nonprofit organizations displayed steady growth overall for
the 1953–98 period. Support to FFRDCs grew substantially in
real terms between 1955 and 1963, experienced almost no real
growth between 1963 and 1981, grew substantially again be-
tween 1981 and 1985, and has since experienced a gradual
decline in real funding. (See figure 2-7.)

Federal financing for industrial R&D, including industry
FFRDCs, has varied markedly across time and across differ-
ent industries. The Federal Government provided $23.9 bil-
lion for industry R&D in 1997 (the most recent year for which
detailed data by industrial category are available). Aerospace
companies (or the industrial sector “aircraft and missiles”)
alone received 44 percent of all Federal R&D funds provided
to all industries. Consequently, 65 percent of the aerospace
industry’s R&D dollars came from Federal sources; the re-
maining 35 percent came from those companies’ own funds.
In comparison, the drugs and medicines sector in 1997 fi-
nanced 100 percent of its R&D from company funds; ma-
chinery financed 99 percent of its R&D from company funds,
professional and scientific instruments financed 67 percent
from company funds, transportation equipment other than
aircraft and missiles financed 90 percent from company funds,
business services financed 97 percent from company funds,

and engineering and management services financed 64 per-
cent from company funds.12

Federal funding of R&D in aircraft and missiles has de-
clined between 1985 and 1997, both as a percentage of total
Federal support to all industries and as a percentage of the
aircraft and missiles sector’s total R&D. (See figure 2-8.)
Nevertheless, the aircraft and missiles sector has continued
to receive more Federal support than any other industrial sec-
tor in actual dollars. The exact amounts, however, seem some-
what in question. Classifying and tracking Federal support
for defense-related industrial R&D appears to be extremely
difficult. (See “Accounting for Defense R&D: Gap Between
Performer- and Source-Reported Expenditures.”)

Federal R&D support for professional and scientific in-
struments rose sharply between 1988 and 1997—from 0.6
percent of all Federal support to industry to 19 percent of all
Federal support. Likewise, Federal support in this area grew
from only 3 percent of the sector’s total R&D performance in
1988 to 33 percent 1997. (See figure 2-8.)

Interestingly, Federal funds devoted to the nonmanu-
facturing sector grew from 9 to 17 percent between 1985 and
1997. Because total Federal support to industry declined in
real terms over this period, however, Federal support to R&D
in nonmanufacturing as a percentage of all R&D in
nonmanufacturing declined markedly over the same period—
from 34 percent in 1985 to 11 percent in 1997.

Also declining over this period—both as a percentage of
the Federal contribution and as a percentage of each of the
sectors’ total R&D performance—was Federal support for
R&D in electrical equipment, transportation equipment other
than aircraft and missiles, and machinery. (See figure 2-8.)

Federal Support for Small Business R&D
In addition to traditional government procurement for R&D

that tends to be performed by large companies, Federal R&D
support is also provided through its Small Business Innova-
tion Research (SBIR) Program. Created in 1982 to strengthen
the role of small firms in Federally supported R&D, the SBIR
Program presently consists of 10 independently administered
Federal agency programs; it is the country’s largest merit-
based competitive grants program available to small busi-
nesses. Through FY 1997, the SBIR Program had directed
nearly 46,000 awards worth more than $7.5 billion in R&D
support to thousands of qualified small high-technology com-
panies on a competitive basis. Under this program—which is
coordinated by the Small Business Administration (SBA) and
is in effect until the year 2000—when an agency’s external
R&D obligations (those exclusive of in-house R&D perfor-
mance) exceed $100 million, the agency must set aside a fixed
percentage of such obligations for SBIR projects. This per-

Billions of constant 1992 dollars

Figure 2-7.
Federal R&D support, by performing sector

See appendix tables 2-6 and 2-7.
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12The 100 percent company funding for the drugs and medicines sector
does not include the benefits this sector receives from R&D financed by
NIH.



Science & Engineering Indicators – 2000 �2-17

centage initially was set at 1.25 percent, but under the Small
Business Research and Development Enhancement Act of
1992, it rose incrementally to 2.5 percent by 1997.

To obtain funding, a company applies for a Phase I SBIR
grant. The proposed project must meet an agency’s research
needs and have commercial potential. If approved, grants of
up to $100,000 are made to allow evaluation of the scientific
and technical merit and feasibility of an idea. If the concept
shows potential, the company can receive a Phase II grant of
up to $750,000 to develop the idea further. In Phase III, the
innovation must be brought to market with private-sector in-
vestment and support; no SBIR funds may be used for Phase
III activities.

Ten Federal agencies participated in the SBIR Program in
1997, making awards totaling $1.1 billion—an amount equiva-
lent to 1.6 percent of all government R&D obligations (2 per-
cent of Federally funded R&D performed outside of government
labs). The total amount obligated for SBIR awards in 1997 was
20 percent more than in 1996—a result of legislatively required
increases in R&D amounts agencies must earmark for SBIR.
Since 1992, SBIR funding has more than doubled, while total
Federal R&D funding has increased by just 5 percent. In FY
1997, 74 percent of total SBIR funds were disbursed through
Phase II grants, although 71 percent of the grants awarded were
Phase I grants (3,371 of 4,775 awards). Approximately 51 per-
cent of all SBIR obligations were provided by DOD, mirroring
this agency’s share of the Federal R&D extramural funding to-
tal. (See appendix table 2-44.)

Except for evaluations undertaken by GAO, there have been
few independent assessments of the overall effectiveness of
the SBIR Program. Where such assessments do exist, how-
ever, there is general agreement that the quality of funded
research proposals is high and that the value of the program
in fostering small business technology-led economic growth
is apparent. (See, for example, GAO 1997a and 1998.) In a
recent assessment of program administrators’ perspectives on
SBIR strengths and weaknesses, Federal and state partners
agreed that SBIR is invaluable as an effective catalyst for the
development of technological innovations by small businesses.
Indicative of this viewpoint, all but two states—Kentucky and
Pennsylvania—currently have some structured SBIR promo-
tion or assistance effort underway (SSTI 1999b). Most state
initiatives focus on the early stages of the SBIR process—for
example, creating awareness of the program and supporting
pre-Phase 1 activities. (See text table 2-5.)

SBA classifies SBIR awards into various technology ar-
eas. In terms of all SBIR awards made during the 1983–97
period, the fine technology areas receiving the largest (value)
share of awards were advanced materials, electronics de-
vice performance, electromagnetic radiation, and computer
communications systems. More broadly, more than one-
fourth of all awards made from 1983 to 1997 were electron-
ics-related, and roughly one-sixth involved computers. (See
figure 2-9.) Computer- and electronics-related projects re-
ceived more than 70 percent of their support from DOD and
NASA. One-seventh of all SBIR awards went to life sci-

FY 1998 is Final Year for Tracking of
Independent Research and Development Defense Spending

In addition to the Federal R&D obligations discussed in this chapter, DOD’s Independent Research and Development
(IR&D) Program enables industry to obtain Federal funding for R&D conducted in anticipation of government defense
and space needs. Because private contractors initiate IR&D themselves, IR&D is distinct from R&D performed under
contract to government agencies for specific purposes. IR&D allows contractors to recover a portion of their in-house
R&D costs through overhead payments on Federal contracts on the same basis as general and administrative expenses.*

Until 1992, all reimbursable IR&D projects were to have “potential military relevance.” Because of the concern that
defense cutbacks would reduce civilian R&D—not only in the level of commercial spillovers from weapons research but,
more important, in dramatically reduced DOD procurement from which IR&D is funded—the rules for reimbursement
have been successively eased and the eligibility criteria broadened. Reimbursement is now permissible for a variety of
IR&D projects of interest to DOD, including those intended to enhance industrial competitiveness, develop or promote
dual-use technologies, or provide technologies that address environmental concerns. DOD reimbursed $1.6 billion in
1998. (NASA also reimburses firms for IR&D costs, but those amounts are significantly less—about 5 to 10 percent of the
DOD reimbursements.) As an equivalent proportion of DOD’s direct industrial R&D support, IR&D fell from 12 percent
in 1984 to less than 7 percent in 1998, although the latter figure is undoubtedly on the low side as a result of accounting
and statistical changes. (See appendix table 2-43.) Prior to 1993, contractors with auditable costs of $40 million or more
were included in the IR&D statistics. Since then, the threshold has included only firms with auditable costs of more than
$70 million. As a result of auditing and reimbursement policy changes that allow practically all of industry’s IR&D claims,
future collection of IR&D data is not expected.

*In national statistics on R&D performance and funding, industrial firms are requested to report IR&D expenditures as industry-funded, industry-
performed R&D. Ultimately, firms expect to be reimbursed for most—but not all—of these expenditures. Federal agencies do not include IR&D
obligations in their reported R&D totals. For example, IR&D reimbursements to industry are paid out of DOD’s procurement accounts, not its research,
development, test, and evaluation (RDT&E) accounts.
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ences research; the bulk of this funding was provided by
HHS (SBA 1998).

U.S. Federal and State R&D Tax Credits

Federal R&D Tax Credits
The U.S. government has tried various policy instruments

in addition to direct financial R&D support to indirectly stimu-
late corporate research spending. Proponents of such mea-
sures commonly note that, especially as Federal discretionary
spending for R&D is squeezed, incentives must be used to
invigorate U.S. investment in private-sector innovation to ex-
pand U.S. global leadership in high technology. The most
notable of these efforts have been tax credits on incremental

Figure 2-8.
Federal support for R&D in selected industries as 
a percentage of all Federal support to 
industrial R&D

Federal support for R&D in selected industries as 
a percentage of all total R&D performed in those 
industries
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See appendix tables 2-53, 2-54, and 2-55.

Text table 2–5.
Number of states offering different types of SBIR
assistance and services: 1998

Stage in the
SBIR Program Service or Activity Number

Awareness Outreach conference 45
Information clearinghouse 37
Website 35
Proactive topic match 18
Marketing & press release 17
SBIR newsletter 10

Phase 0 Proposal writing workshops 37
Proposal assistance 31
Proposal critique 30
Reactive topic match 22
Project team assembly 21
Literature searches 16
Phase 0 grants 11
Marketing topics to agencies 10

Phase I Trouble shooting for winners 20
Mentor networks 16
Winner recognition 11
Local focus groups 6
Phase 1 matching funds 5

Pre-Phase II Strategic alliances 28
Bridge financing 8

Phase II Commercialization assistance 25
and beyond Technology transfer 19

Phase III investments 5
Phase II matching funds 2

SOURCE: State Science and Technology Institute (SSTI), State and
Federal Perspectives on the SBIR Program, Westerville, OH: SSTI,
1999.
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Figure 2-9.
Small business innovation research awards, 
by technology area: 1983–97

SOURCE: Small Business Administration, Annual Report–FY 1997.
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research and experimentation (R&E) expenditures.13 The
credit was first put in place in 1981; it has been renewed nine
times, most recently through the end of June 1999.14 Although
the computations are complicated, the tax code provides for a
20 percent credit for a company’s qualified R&D amount that
exceeds a certain threshold.15 Since 1986, companies have
been allowed to claim a similar credit for basic research grants
to universities and other qualifying nonprofit institutions, al-
though otherwise deductible R&E expenditures are reduced
by the amount of the basic research credit. This basic research
provision generally has gone unutilized.16

According to a report prepared for the Joint Economic
Committee of the U.S. Congress (based on information from
the Internal Revenue Service Statistics of Income publica-
tions), more than 12,000 firms use the tax credit (Whang
1998b). From tax years 1991 through 1995 (the latest year of
available data), an average of 12,472 firms filed claims total-
ing $1.85 billion each year, although not all claims are al-
lowed and not all of the allowed credits can be taken
immediately. (Thus, the dollar value of R&E tax credits actu-
ally received by firms is unknown.) In dollar terms, the larg-
est credits are claimed by large manufacturers—especially
pharmaceuticals, motor vehicles, aircraft, electronics and
computer firms. Companies with more than $250 million in
assets account for three-quarters of the dollar value of all credit
claims. On the other hand, three-quarters of credit claimants
have assets of $25 million or less, and many claims are filed
by medium-sized manufacturers and service providers.

Budget Impact of Federal Tax Credits
To determine the budgetary effect of the credit, the Trea-

sury Department annually calculates estimates of foregone
tax revenue (tax expenditures) resulting from preferential tax
provisions, including the R&E tax credit. As one such mea-

sure, Treasury provides outlay-equivalent17 figures that al-
low a comparison of the cost of this tax expenditure with the
cost of a direct Federal R&D outlay. Between fiscal years
1981 and 1998, an outlay-equivalent of more than $32 billion
was provided to industry through this indirect means. For FY
1998 alone, Treasury calculates an outlay-equivalent of $3.3
billion from the R&D tax credit. Consequently, these credits
were equivalent to about 3.2 percent of direct Federal R&D
support for the entire 1981–98 period and a record 4.7 per-
cent of direct Federal obligations in FY 1998. (See figure
2-10 and appendix table 2-45.)

State R&D Tax Credits
The Federal Government is not the only source of fiscal

incentives for increasing research. According to a survey of
the State Science and Technology Institute (SSTI 1997a), 35
states offered some type of incentive for R&D activity in 1996.
Many states offered an income tax credit modeled after the
Federal R&E credit guidelines. Fifteen states applied the Fed-
eral research tax credit concepts of qualified expenditures or
base years to their own incentive programs, although they
frequently specified that the credit could be applied only to
expenditures for activities taking place within the state. Other
types of R&D incentives included sales and use tax credits
and property tax credits.

13Not all R&D expenditures are eligible for such credit, which is limited
to expenditures on laboratory or experimental R&D.

14Simply knowing whether the tax credit is in effect is a formidable chal-
lenge. Annual extensions have become the norm, and credits are often rein-
stated retroactively one or two months after the credit expires. At this writing,
provision for the tax credit had once again lapsed, but congressional indica-
tions were that the credit would be renewed again, retroactively to July 1,
1999, and perhaps with a five-year extension.

15The complex base structure for calculating qualified R&D spending was
put in place by the Omnibus Reconciliation Act of 1989. With various ex-
ceptions, a company’s qualifying threshold is the product of a fixed-base
percentage multiplied by the average amount of the company’s gross receipts
for the four preceding years. The fixed-base percentage is the ratio of R&E
expenses to gross receipts for the increasingly distant 1984–88 period. Spe-
cial provisions cover startup firms. An alternative credit was established in
1996 that is not dependent on a firm’s incremental R&D. Instead, a 1.65
percent to 2.74 percent credit is awarded for all research expenses exceeding
1 percent of sales. The marginal value of this credit has provided minimal
incentive for firms (Whang 1998a).

16In 1992 (the latest year for which any such data exist), firms applying
for the R&E credit spent about $1 billion on research performed by educa-
tional and scientific organizations. After accounting for various qualifica-
tion restrictions, the basic research credit contributed less than $200 million
toward the R&E tax credit (OTA 1995; Whang 1998a).

Billions of constant 
1992 dollars

Ratio of credit
outlays to R&D

Figure 2-10.
Budgetary impact of Federal research and 
experimentation tax credit: FYs 1988-99
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See appendix table 2-45.

17Specifically, the “outlay-equivalent” measure is the amount of outlay
that would be required to provide the taxpayer the same after-tax income as
would be received through the tax preference. These amounts tend to be
greater than estimates of Federal “revenue losses” from the credit because
the outlay program increases the taxpayer’s pre-tax income.
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State Government Support for R&D
The pivotal role of state governments in expanding regional

economic growth through science and technology (S&T) de-
velopment is a widely recognized, albeit relatively recent, phe-
nomenon. Almost all states have established lead S&T offices;
the existence of most of these offices can be traced only to
the mid- to late 1980s (NSB 1991). During the 1990s, states
increasingly have included an S&T component in their eco-
nomic development plans. Many states have adopted state-
wide S&T strategic initiatives of varying levels of
sophistication and complexity (SSTI 1997b). A review of
“State of the State” speeches, inaugural addresses, and bud-
get messages delivered by most governors in the early part of
1999 indicates a continuing high level of interest in S&T-
based economic development (SSTI 1999a). Common to these
plans is the acknowledged importance of:

� Maintaining and strengthening the R&D capacity of the
states’ colleges and universities;

� Encouraging “home grown” businesses by providing sup-
port to entrepreneurs and small technology-based firms;
and

� Facilitating the incorporation of new technology into pro-
cesses and products.

States have become particularly adept at leveraging funds and
fostering university-industry partnerships.

NSF has sponsored intermittent surveys of state govern-
ments’ R&D expenditures dating to the mid-1960s. Over the
past 30 years, growth in state R&D support is readily appar-

ent; it generally has been proportionate to changes in other
R&D indicators. (See text table 2-6.) Between 1965 and 1995,
total state R&D spending increased at an inflation-adjusted
average annual rate of 3.3 percent, compared with nation-
wide R&D spending growth of 2.5 percent per year (NSF
1999d). State sources of state R&D spending grew by 3.4
percent annually, from $732 million (1992 dollars) in 1965 to
$2.010 billion (1992 dollars) in 1995. Most of the remaining
funds derived from Federal agency support to state agencies.
In 1995, state sources for R&D expenditures were equivalent
to 1.18 percent of total R&D spending in the United States—
a figure similar to the percentages estimated for 1987 and
1977 (1.20 and 1.21 percent, respectively) and somewhat
higher than the 1965 estimate (of 0.9 percent). As a percent-
age of GDP, state sources for R&D have ranged narrowly
between 0.025 and 0.032 percent during the 1965–95 period
for which there are data. These data also show that universi-
ties historically have received the lion’s share of state-funded
R&D. In 1995, 80 percent of all state R&D funds from state
sources supported university activities—only slightly higher
than their estimated 78 percent share in 1965.

According to a report by Battelle and the State Science
and Technology Institute (Battelle/SSTI 1998), 45 percent of
all R&D funds from state sources ($2.431 billion) in 1995
were in support of the “science and technology base” ($1.088
billion), which includes research capacity building. (See text
table 2-7.) These funds were spent predominately in support
of university-based research. The only functional categories
other than “science and technology base” to receive 10 per-
cent or more of states’ R&D funds were “food, fiber, agricul-
ture” ($305 million) and “health” ($244 million). Universities

Text table 2–6.
Trends in state government R&D expenditures
(Billions of constant 1992 dollarsa)

1965 1977 1987 1995

Total state R&D spendingb ............................ 0.884 1.451 2.093 2.336
   State sources ............................................. 0.732 1.112 1.830 2.010
   Federal sources ......................................... 0.144 0.299 0.242 0.240
   Non-government sourcesc ......................... 0.008 0.040 0.020 0.086

State R&D indicators (percent)

State R&D/U.S. R&D ..................................... 1.09 1.58 1.37 1.37
State sources/U.S. R&D ................................ 0.90 1.21 1.20 1.18
State R&D/U.S. GDP ..................................... 0.031 0.034 0.037 0.035
State sources/U.S. GDP ............................... 0.025 0.026 0.032 0.030

NOTE:  Because of rounding, details may not add to totals.  Excludes expenditures on R&D plant.   Annual survey data in this table were adjusted data to
permit direct comparisons.

aGDP implicit price deflators used to convert current dollars to constant dollars.

bIncludes all funds under state government control.  These include state sources such as direct appropriations and funds generated from state bonds,
funds from the Federal Government that pass through state agencies, and leveraged funds from industry and other non-government sources.

cNon-government sources include industry and other non-state, non-Federal sources such as donations, endowments, and gifts from private individuals
or foundations.

SOURCE:   National Science Foundation, Division of Science Resources Studies, What is the State Government Role in the R&D Enterprise? Arlington,
VA: 1999.

Science & Engineering Indicators – 2000
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were the primary recipients for funding in both of these cat-
egories. “Health” was the single largest functional focus of
R&D performed by state agencies; almost 25 percent of the
$244 million state-funded state-performed R&D was health-
related. R&D explicitly related to “economic development”
accounted for 8 percent ($192 million) of total state R&D
funding in 1995. Reflecting recent trends to use R&D in sup-
port of local business and economic growth, however, “eco-
nomic development” accounted for 38 percent of state R&D
funds to industry ($33 million of the $87 million provided)
and 53 percent of state R&D funds to nonprofit organiza-
tions ($55 million of $105 million). By comparison, the func-
tionally equivalent category of “economic growth and
productivity” accounted for only 5 percent of state funding
for R&D to all performers in 1987 and for 2.2 percent of total
in 1977 (NSF 1999d).

Historical Trends in Non-Federal Support
R&D financing from non-Federal sources grew by 5.9 per-

cent per year (controlling for inflation) between 1953 and 1980.
Between 1980 and 1985, concurrent with gains in Federal R&D
spending, it grew at an even faster rate of 7.4 percent per year
in real terms. It then slowed to 4.1 percent between 1985 and
1990 and 2.9 percent between 1990 and 1995, but it was back
up to 8.4 percent for the 1995–98 period.

Most non-Federal R&D support is provided by industry. Of
the 1998 non-Federal support total ($160.2 billion), 93.4 per-
cent ($149.7 billion) was company funded, representing a 8.7
percent increase over its 1997 level in real terms. Industry’s share
of national R&D funding first surpassed that of the Federal
Government in 1980; it has remained higher ever since. From
1980 to 1985, industrial support for R&D, in real dollars, grew
at an average annual rate of 7.6 percent. This growth was main-

tained through the mild 1980 recession and the more severe
1982 recession. (See figure 2-1.) Key factors behind increases
in industrial R&D have included a growing concern with inter-
national competition, especially in high-technology industries;
the increasing technological sophistication of products, pro-
cesses, and services; and general growth in defense-related in-
dustries such as electronics, aircraft, and missiles.

Between 1985 and 1994, growth in R&D funding from
industry was slower, averaging only 2.8 percent per year in
real terms. This slower growth in industrial R&D funding was
only slightly greater than the real growth of the economy over
the same period (in terms of real GDP), which was 2.4 per-
cent. In contrast, from 1994 to 1998, industrial R&D support
grew in real terms by 8.9 percent per year, compared with a
3.4 percent growth rate for the economy overall.

As one might expect, however, growth of industrial R&D
varied significantly among different industrial sectors.18 The
largest sectors in recent years have been chemicals and allied
products, electrical equipment, machinery, nonmanufacturing,
and transportation equipment. (See appendix tables 2-53 and
2-54.) Between 1985 and 1997, the industrial sectors with
the highest rates of annual growth in real R&D performance,
from non-Federal sources, have been nonmanufacturing (14.7
percent); paper and allied products (4.9 percent); electrical
equipment (4.7 percent); and lumber, wood products, and fur-
niture (4.3 percent). Industries experiencing the greatest an-
nual declines (or negative growth) in R&D over the same
period were stone, clay, and glass products (–5.3 percent);
petroleum refining and extraction (–5.3 percent); primary met-
als (–2.5 percent); and food, kindred, and tobacco products
(–0.9 percent). (See appendix table 2-54.)

R&D funding from other non-Federal sectors—academic and
other nonprofit institutions and state and local governments—
has been more consistent over time. It grew in real terms at
average annual rates of 5.2 percent between 1980 and 1985, 8.2
percent between 1985 and 1990, 2.3 percent between 1990 and
1995, and 3.9 percent between 1995 and 1998. The level of
$10.6 billion in funding in 1998 was 4.8 percent higher in real
terms than the 1997 level. Most of these funds have been used
for research performed within the academic sector.

Trends in R&D Performance

U.S. R&D/GDP Ratio
Growth in R&D expenditure should be examined in the

context of the overall growth of the economy because, as a
part of the economy itself, R&D is influenced by many of the
same factors. Furthermore, the ratio of R&D expenditures to
GDP may be interpreted as a measure of the Nation’s com-
mitment to R&D relative to other endeavors.

A review of U.S. R&D expenditures as a percentage of
GDP over time shows an initial low of 1.36 percent in 1953
(when the NSF data series began), rising to its highest peak

Text table 2–7.
State sources of R&D expenditures, by functional
purpose: FY 1995

($ millions) Percent

Total ................................................... 2,431.1 100.0
Science & technology base ............... 1,087.7 44.7
Food, fibre, agriculture ....................... 305.4 12.6
Health ................................................. 243.7 10.0
Economic development ..................... 192.1 7.9
Other functions, n.e.c. ....................... 158.4 6.5
Environment ....................................... 110.1 4.5
Education ........................................... 101.9 4.2
Transportation .................................... 80.9 3.3
Natural resources ............................... 78.7 3.2
Energy ................................................ 44.1 1.8
Community development ................... 16.8 0.7
Income security/social services ......... 9.4 0.4
Crime prevention/control ................... 1.9 0.1

SOURCE: Battelle Memorial Institute and State Science and
Technology Institute, Survey of State Research and Development
Expenditures FY 1995. Columbus, OH: Battelle/SSTI, 1998.
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18For studies of patterns of technological change among different indus-
trial sectors, see, for example, Nelson (1995); Pavitt (1984); Utterback (1979).



2-22 � Chapter 2. U.S. and International Research and Development: Funds and Alliances

of 2.88 percent in 1964, followed by a gradual decline to 2.13
percent in 1978. (See figure 2-11.) R&D expenditures rose
steadily again to a peak of 2.74 percent of GDP in 1985 and
did not fall below 2.6 percent until 1993. In 1994, the ratio
dropped to 2.43 percent—the lowest it had been since 1981.
Starting in 1994, however, R&D/GDP has been on an up-
ward trend as investments in R&D have outpaced growth on
the general economy. As a result, the current ratio of 2.67 for
1998 is the highest since 1991.

The initial drop in the R&D/GDP ratio from its peak in
1964 largely reflected Federal cutbacks in defense and space
R&D programs, although gains in energy R&D activities be-
tween 1975 and 1979 resulted in a relative stabilization of the
ratio at around 2.2 percent. (See figure 2-11.) Over the entire
1965–78 period, the annual percentage increase in real R&D
was less than the annual percentage increase in real GDP. In
years when real R&D spending decreased during that period,
real GDP also fell, but at a lower rate.

The rise in R&D/GDP from 1978 to 1985 was as much a
result of a slowdown in GDP growth as to increased spending
on R&D activities. For example, the 1980 and 1982 reces-
sions resulted in a slight decline in real GDP, but there was no
corresponding reduction in R&D spending. During previous
recessions, changes in funding for R&D tended to match or
exceed the adverse movements of broader economic measures.

R&D/GDP decreased from 2.74 percent in 1985 to 2.61
percent in 1989 but rose to 2.72 percent by 1991. (See figure
2-11.) Again, the ratio tended to fall when GDP experienced
relatively fast real growth and rise when it experienced rela-
tively slow real growth. Nevertheless, R&D itself was also
affected. The share of R&D that was defense related dropped
from 31.1 percent in 1985 to 22.6 percent in 1991. Commen-
surate with this change was the sharp fall in the share of R&D
that was Federally funded—from 46.0 percent in 1985 to 37.8
percent in 1991. (See figure 2-3.) This decline in Federal fund-
ing was counterbalanced by increased non-Federal funding.

Rates of Growth Among Sectors
The sectoral shares of U.S. R&D performance, measured

in terms of expenditures, have shifted significantly since the
early 1980s. (See figure 2-12.) In 1980, industry—including
industry-administered FFRDCs—performed 70.3 percent of
the Nation’s R&D, the academic sector (including academi-
cally administered FFRDCs) accounted for 13.9 percent, the
Federal Government performed 12.4 percent, and the non-
profit sector (including nonprofit-administered FFRDCs) per-
formed 3.4 percent. As industry’s defense-related R&D efforts

Figure 2-11.
Historical pattern of R&D as a percentage of 
GDP: 1953–98
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Figure 2-12.
National R&D performance, by type of 
performer: 1953–1998

FFRDC = Federally Funded Research and Development Centers

See appendix tables 2-3 and 2-4.
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accelerated in the early 1980s, its share of the performance
total rose to 73.4 percent in 1985.

From 1985 to 1994, R&D performance grew by only 1.1
percent per year in real terms for all sectors combined. This
growth was not evenly balanced across sectors, however. R&D
performance at universities and colleges (including their
FFRDCs) grew by 4.1 percent per year in real terms, com-
pared with 0.7 percent real annual growth for industry, a de-
cline of 0.7 percent per year for Federal intramural
performance, and growth of 2.9 percent per year for nonprofit
organizations (including their FFRDCs).

The period from 1994 to 1998 witnessed dramatic changes
in these growth rates. Total R&D performance, in real terms,
averaged 5.8 percent growth per year—substantially higher than
in the earlier sluggish period. Yet R&D performance at univer-
sities and colleges (including their FFRDCs) grew by only 2.5
percent per year in real terms. Industry R&D performance (in-
cluding their FFRDCs) grew at a remarkable rate of 7.6 per-
cent in real terms. (See figure 2-7.) Federal intramural
performance declined by 0.6 percent per year in real terms.
Nonprofit organizations (including their FFRDCs), according
to current estimates, saw their R&D increase by only 2.0 per-
cent per year in real terms over the same four-year period.

According to preliminary estimates, in 1998 academia (in-
cluding FFRDCs) accounted for 14.0 percent of total U.S.
R&D performance, Federal intramural activities 7.6 percent,
other nonprofit organizations (including FFRDCS) 3.0 per-
cent, and private industry (including FFRDCS) 75.4 percent.
(See text table 2-1.)

Federal R&D Performance
The Federal Government, excluding FFRDCs, performed

$17.2 billion of total U.S. R&D in 1998. This figure was
slightly higher than the level for 1997 ($16.8 billion), which
reflected only 1.2 percent growth after adjusting for infla-
tion. Federal agencies accounted for 7.6 percent of the 1998
national R&D performance effort—continuing the gradual
decline, since 1972, of Federal performance as a percentage
of total R&D.

DOD has continued to perform more Federal intramural
R&D than any other Federal agency; in fact, in 1998 it per-
formed more than twice as much R&D as the next-largest
R&D- performing agency, HHS (whose intramural R&D is
performed primarily by NIH). (See text table 2-4.) DOD’s
intramural R&D performance has grown by less than 1 per-
cent per year in real terms since FY 1980, however, reaching
a level of $7.8 billion in FY 1998. Furthermore, an undeter-
mined amount of DOD’s intramural R&D ultimately appears
to be contracted out to extramural performers. NASA’s intra-
mural R&D has grown by 1.7 percent per year in real terms
since 1980, to $2.5 billion in FY 1998, while HHS intramural
performance has grown by 3.7 percent, to $3.0 billion.19 To-

gether, these three agencies accounted for 77 percent of all
Federal intramural R&D in FY 1998. (See text table 2-4.)

Total R&D performed by industrial, academic, and non-
profit FFRDCs combined reached $8.7 billion in 1998, which
is essentially the same as its level of $8.4 billion in 1997 after
adjusting for inflation. R&D at FFRDCs in 1998 represented
3.8 percent of the national R&D effort; most of this R&D
($5.5 billion in 1998) was performed by university- and col-
lege-administered FFRDCs.

Industrial R&D Performance

Recent Growth in Industrial R&D
R&D performance by private industry reached $171.3 bil-

lion in 1998, including $2.4 billion spent by FFRDCs admin-
istered by industrial firms. This total represented a 7.6 percent
increase over the 1997 level of $157.5 billion—which, in turn,
reflected a smaller, though still notable, real gain of 6.9 per-
cent over 1996.

In 1998, R&D performed by industry that was not Federally
financed rose 8.7 percent in real terms above its 1997 level.
Overall, private companies (excluding industry-administered
FFRDCs) funded 86.8 percent ($146.7 billion) of their 1998
R&D performance, with the Federal Government funding nearly
all of the rest ($22.2 billion, or 13.2 percent of the total). Be-
tween 1997 and 1998, there was little or no change, in real
terms, in Federal funds for these industrial R&D activities. As
recently as 1987, the Federal funding share of industry’s per-
formance total (excluding FFRDCs) was 31.9 percent; how-
ever, the Federal share of industry’s performance has been
steadily declining since its peak of 56.7 percent in 1959. Much
of that decline can be attributed to declines in Federal funding
to industry for defense-related R&D activities.

R&D in Manufacturing Versus
Nonmanufacturing Industries

The tendency for R&D to be performed more by large firms
than small firms is greater in the manufacturing sector than
in the nonmanufacturing sector. However, within each of these
two sectors there is considerable variation in this regard, de-
pending on the type of industry. Among industrial categories,
those in which most of the R&D is conducted by large firms
include aircraft and missiles, electrical equipment, profes-
sional and scientific instruments, transportation equipment
(not including aircraft and missiles), and transportation and
utilities (which is in the nonmanufacturing sector). (See text
table 2-10.) In these sectors, however, much of the economic
activity overall is carried out by large firms; consequently,
the observation that most of the R&D in these sectors is con-
ducted by large firms is not surprising.

Probably the most striking change in industrial R&D perfor-
mance during the past two decades is the nonmanufacturing
sector’s increased prominence. Until the 1980s, little attention
was paid to R&D conducted by nonmanufacturing companies,
largely because service sector R&D activity was negligible com-
pared to the R&D operations of companies in manufacturing
industries.

19This increase represents the overall effect on intramural R&D for the
agency, which takes into account the Social Security Administration (SSA)
becoming a separate agency from HHS during fiscal year 1995. That is, the
percentage increase reported would be larger, though negligibly, if HHS in
1995 had been defined as excluding SSA, as it is in 1996.
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Prior to 1983, nonmanufacturing industries accounted for
less than 5 percent of the industry R&D total. By 1993, this
percentage had risen to an all-time high of 26 percent. It has
fallen only slightly since then and has remained above 22
percent.20 (See text table 2-9 and figure 2-13.)

In 1997, nonmanufacturing firms’ R&D performance totaled
$36.5 billion—$32.4 billion in funds provided by companies and
other non-Federal sources and $4.1 billion in Federal support.
(See appendix tables 2-53 and 2-54.) The large upswing in the
percentage of nonmanufacturing R&D primarily reflects a sharp
rise in company-supported nonmanufacturing R&D from 1987
to 1991. (See figure 2-13.) Moreover, the recent drop in this per-
centage in 1995–97 is attributable not to any decrease in the level
of R&D from nonmanufacturing companies but to a sharp in-
crease in company-supported R&D by manufacturing firms.

Because of recent changes in classification, little histori-
cal information exists regarding the decomposition of R&D
for all nonmanufacturing firms into nonmanufacturing indus-
trial categories. In 1997, however, the largest component of
R&D for nonmanufacturing companies was R&D performed
by computer and data processing services, which accounted
for 8.5 percent of all industrial R&D performance. (See text
table 2-9.) Wholesale and retail trade account for another 6.0
percent, and engineering and management services account
for 4.4 percent. The “research, development, and testing”

Text table 2–8.
Total (company, Federal, and other) funds for industrial R&D performance and number of R&D-performing
companies in manufacturing and nonmanufacturing industries, by size of company: 1997

Number of employees Total Manufacturing Nonmanufacturing

Total ......................................................................... $157,539 $121,025 $36,514
Fewer than 500 ........................................................ 24,063 8,248 15,815
500 to 999 ................................................................ 4,966 2,905 2,061
1,000 to 4,999 .......................................................... 19,590 14,300 5,289
5,000 to 9,999 .......................................................... 14,266 11,670 2,596
10,000 to 24,999 ...................................................... 21,510 16,874 4,636
25,000 or more ......................................................... 73,144 67,028 6,116

                                                                        Number of R&D-performing companies

Total ......................................................................... 35,112 18,130 16,982
Fewer than 500 ........................................................ 31,995 15,898 16,097
500 to 999 ................................................................ 1,127 886 241
1,000 to 4,999 .......................................................... 1,302 938 364
5,000 to 9,999 .......................................................... 322 197 125
10,000 to 24,999 ...................................................... 199 138 61
25,000 or more ......................................................... 167 73 94

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), Survey of Industrial Research and Development, 1997.
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Distribution by size of company
(Number of employees)

Funds for industrial R&D
(Dollars in millions)

Text table 2–9.
Percentage share of total company and other
non-Federal funds, by selected R&D-performing
industries

1987 1997

All manufacturing industries ...................... 91.6 75.7
Industrial and other chemicals

      (except drugs and medicines) ................. 8.7 5.3
Drugs and medicines ................................. 6.7 8.7
Petroleum refining and extraction .............. 3.1 1.2
Machinery ................................................... 17.2 13.8
Electrical equipment ................................... 17.0 17.0
Motor vehicles and motor

      vehicles equipment ................................. 11.7 10.3
Aircraft and missiles ................................... 9.7 4.2
Professional and scientific instruments ..... 8.1 6.7

All nonmanufacturing industries ............... 8.4 24.3
Communications services .......................... 1.7 1.4
Computer and data processing services ... NA 8.5
Research, development, and testing ......... 0.9 3.6
Wholesale and retail trade .......................... NA 6.0
Engineering and management services ..... NA 4.4
Health services ........................................... NA 0.5
Finance, insurance, and real estate ........... NA 1.1

NA = not available

SOURCE: National Science Foundation, Division of Science
Resources Studies, Survey of Industrial Research and Development,
1997.
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20As a result of a new sample design, industry R&D statistics since 1991
better reflect R&D performance among firms in the nonmanufacturing in-
dustries and small firms in all industries than they had previously.  As a
result of the new sample design, statistics for 1991 and later years are not
directly comparable with statistics for 1990 and earlier years.
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sector accounted for 3.6 percent of total industrial R&D; com-
munications services for 1.4 percent; and finance, insurance,
and real estate services for 1.1 percent.

Although a great deal of R&D in the United States is
related in some way to health services, companies that
are specifically categorized in the health services sector
accounted for only 0.5 percent of all industrial R&D and
only 2 percent of all R&D by nonmanufacturing compa-
nies. These figures illustrate that R&D data disaggregated
according to standard industrial categories (including the
distinction between manufacturing and nonmanufacturing
industries) may not always reflect the relative proportions

of R&D devoted to particular types of scientific or engi-
neering objectives or to particular fields of science or
engineering.21 (The analysis in “R&D in Chemistry, Life
Sciences, and Information Technology” compensates to
some extent for this limitation in the data by providing
R&D expenditure levels associated with these fields.)

On average, industrial manufacturing R&D performers are
quite different from industrial nonmanufacturing R&D per-
formers. Nonmanufacturing R&D is characterized as having
many more small R&D firms than manufacturing R&D per-
formers. (See text table 2-10.) Approximately 35,000 firms
in the United States perform R&D, of which 18,000 are manu-
facturers and 17,000 are in the nonmanufacturing sector—
nearly a 50-50 split. Yet manufacturers account for 77 percent
of total industry performance (including Federally funded in-
dustry performance). The main reason for this continued domi-
nance of the manufacturing sector is simply that among
manufacturing firms, the largest (in terms of number of em-
ployees) tend to perform a relatively large amount of R&D.
Among small R&D-performing firms (fewer than 500 em-
ployees) in manufacturing and nonmanufacturing sectors,
those in the nonmanufacturing sector tend to conduct twice
as much R&D per firm as those in the manufacturing sector.
Among large R&D-performing firms (more than 25,000
employees) in both sectors, however, those in the manufac-
turing sector tend to conduct more than 10 times as much
R&D per firm as those in the nonmanufacturing sector.

Top 20 U.S. Corporations in R&D Spending
Of the top 20 U.S. corporations in R&D expenditures in 1997

(see text table 2-11), only one—Microsoft Corporation, which
had 22 thousand employees—had fewer than 25 thousand em-
ployees. The corporation that performed the most R&D in 1997
was General Motors ($8.2 billion); another company in the motor
vehicle sector, Ford Motor Company, performed $6.3 billion in
R&D. The next three corporations were IBM, Lucent Technolo-
gies, and Hewlett-Packard ($4.3, $3.1, and $3.1 billion in R&D,
respectively). All of the top 20 corporations were associated
with motor vehicle manufacturing, computers, communication
equipment, or pharmaceuticals—with the exception of Procter
and Gamble, which fell into the category of “other chemicals
(soaps, ink, paints, fertilizers, explosives…).” 22

Billions of 1992 dollars

Percent

Nonmanufacturing R&D performance as a
percentage of total industrial performance

Figure 2-13.
Industrial R&D performance, by manufacturing 
and nonmanufacturing industries
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See appendix table 2-52.

21For a more detailed discussion of limitations in the interpretation of R&D
levels by industrial categorization, see Payson (1997).

22These data on R&D for individual corporations were obtained from a
source that is different from the NSF Survey of Industrial Research and De-
velopment—namely, from the U.S. Corporate R&D database, as provided
by Shepherd and Payson (NSF 1999e). Consequently, the definition of R&D
in this case is not equivalent to that in the Industry R&D Survey. In particu-
lar, the U.S. Corporate R&D database derives from R&D reported in the
Standard and Poor’s Compustat database. As such, these R&D figures in-
clude R&D conducted by these companies outside the U.S., whereas the
Industry R&D Survey includes only R&D performed within the U.S. Be-
cause of this difference in the data and other differences as outlined in
NSF1999e, R&D data appearing in text table 2-11 and appendix table 2-58
should not be used in conjunction with R&D data originating from NSF’s
Industry R&D Survey.
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Text table 2–10.
Industry R&D performed by different size firms, for selected sectors: 1997
(Dollars in millions)

Fewer than 500 to 1,000 to 5,000 to 10,000 to 25,000
Industry Total 500 999 4,999 9,999 24,999 or more

All Industries .............................................. 157,539 24,063 4,966 19,590 14,266 21,510 73,144
Manufacturing ........................................... 121,025 8,248 2,905 14,300 11,670 16,874 67,028
   Aircraft and missiles ................................. X 16,296 (D) (D) 173 599 (D) 15,331
   Drugs and medicines ............................... 11,589 234 54 2,047 2,207 3,737 3,311
   Electrical equipment ................................ X 24,585 1,789 854 3,628 3,114 1,953 13,248
   Fabricated metal products ....................... 1,798 451 (D) 205 189 455 (D)
   Food, kindred, and tobacco products ..... 1,787 101 65 265 391 262 703
   Lumber, wood products, and furniture .... 348 74 22 77 96 79 0
   Office, computing, and accounting machines 12,840 830 (D) 1,375 904 2,952 (D)
   Primary metals ......................................... 988 47 22 146 233 (D) (D)
   Professional and scientific instruments ... X 13,458 1,109 686 2,300 989 652 7,722
   Stone, clay, and glass products ............... 608 16 31 72 103 386 0
   Transportation equipment
        (except aircraft and missiles) .............. X 15,697 (D) (D) 115 247 (D) 14,537
Nonmanufacturing .................................... 36,514 15,815 2,061 5,289 2,596 4,636 6,116
   Services ................................................... 22,400 11,074 (D) 3,252 1,344 3,205 (D)
   Transportation and utilities ....................... X 3,013 56 22 138 70 128 2,598

D = data have been withheld to avoid disclosing operations of individual companies.

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), Survey of Industrial Research and Development, 1997.
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Size of company in terms of the number of employees

Sectors with more
than 50 percent
R&D performed
by large firms
(with over 25

thousand
employees)

Text table 2–11.
The 20 leading industrial R&D companies, ranked by size of R&D expenditures in 1997

  Percent change
R&D   in R&D

expenditures Sales Number of  from the
Rank Company (millions) (millions) employees   previous year Industrial category

  1 General Motors Corp .............. 8,200.0 168,190 608,000 –7.87 Motor vehicles & motor vehicle equipment
  2 Ford Motor Co ........................ 6,327.0 153,627 363,892 –7.24 Motor vehicles & motor vehicle equipment
  3 Intl Business Machines Corp ... 4,307.0 78,508 269,465 9.48 Electronic computers and computer terminals
  4 Lucent Technologies Inc .......... 3,100.6 26,360 134,000 68.69 Modems & other wired telephone equipment
  5 Hewlett-packard Co ................ 3,078.0 42,895 121,900 13.25 Electronic computers and computer terminals
  6 Motorola Inc ............................ 2,748.0 29,794 150,000 14.79 Radio, TV, cell phone, and satellite communication eq.
  7 Intel Corp ................................ 2,347.0 25,070 63,700 29.81 Electronic components (semiconductors, coils… )
  8 Johnson & Johnson ................ 2,140.0 22,629 90,500 12.34 Drugs: pharmaceutical preparations
  9 Pfizer Inc ................................. 1,928.0 12,504 49,200 14.49 Drugs: pharmaceutical preparations
10 Microsoft Corp ........................ 1,925.0 11,358 22,232 34.43 Prepackaged software
11 Boeing Co ............................... 1,924.0 45,800 238,000 60.33 Aircraft, guided missiles & space vehicles
12 Chrysler Corp .......................... 1,700.0 58,622 121,000 6.25 Motor vehicles & motor vehicle equipment
13 Merck & Co ............................. 1,683.7 23,637 53,800 13.21 Drugs: pharmaceutical preparations
14 American Home Products Corp . 1,558.0 14,196 60,523 9.02 Drugs: pharmaceutical preparations
15 General Electric Co ................. 1,480.0 88,540 276,000 4.15 Electrical equipment (industrial & household)
16 Bristol Myers Squibb ............... 1,385.0 16,701 53,600 8.54 Drugs: pharmaceutical preparations
17 Lilly (Eli) & Co .......................... 1,382.0 8,518 31,100 16.18 Drugs: pharmaceutical preparations
18 Abbott Laboratories ................ 1,302.4 11,883 54,487 8.10 Drugs: pharmaceutical preparations
19 Procter & Gamble Co .............. 1,282.0 35,764 106,000 5.00 Other chemicals (soaps, ink, paints, fertilizers, explosives)
20 Pharmacia & Upjohn Inc .......... 1,217.0 6,710 30,000 –3.87 Drugs: pharmaceutical preparations

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), U.S. Corporate R&D. Volume II. Company Information on Top
500 Firms in R&D by C. Shepherd and S. Payson. NSF 00-302. Arlington, VA: NSF.
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R&D Intensity
In addition to absolute levels of, and changes in, R&D

expenditures, another key indicator of the health of in-
dustrial science and technology is R&D intensity. R&D is
similar to sales, marketing, and general management ex-
penses in that it is a discretionary (i.e., non-direct-rev-
enue-producing) item that can be trimmed when profits
are falling. There seems to be considerable evidence, how-
ever, that R&D enjoys a high degree of immunity from
belt-tightening endeavors—even when the economy is fal-
tering—because of its crucial role in laying the founda-
tion for future growth and prosperity. Nevertheless,
whether industry devotes the right amount of economic
resources to R&D has remained an open question. (See
sidebar, “Does Industry Under-Invest in R&D?”)

There are several ways to measure R&D intensity; the one
used most frequently is the ratio of R&D funds to net sales.23

This statistic provides a way to gauge the relative importance
of R&D across industries and firms in the same industry.

The industrial sectors with the highest R&D intensities
have been

� research, development, and testing services;

� computer and data processing services;

� drugs and medicines;

� office, computing, and accounting machines;

In a report published by the National Institute of Stan-
dards and Technology, Tassey (1999) suggests that private
industry may be under-investing in R&D for the follow-
ing reasons:

� Technology is risky, not only in terms of achieving a
technological advance but in terms of acquiring the abil-
ity to market it first. For example, if one firm initiates
the research and makes the important discoveries but
another firm is able to market the new technology first,
the firm that made the discovery would not recover its
R&D costs. Consequently, although the economic re-
turns to the second firm in this case would be very
high—as would be the economic returns to society—
the firm that initiates the effort may have good reason
to be skeptical about its expected gains and may there-
fore be reluctant to initiate the work in the first place.

� Spillovers from the technology to other industries and
to consumers, such as lower prices (“price spillovers”)
and increased general knowledge (“knowledge
spillovers”), may bring many benefits to the economy
as a whole, independent of the returns to the firm that
performs the R&D. As Tassey notes, “To the extent that
rates of return fall below the private hurdle rate, invest-
ment by potential innovators will not occur.”

� Inefficiencies result from market structures, in which
firms may face high costs of achieving comparability
when they are competing against each other in the de-
velopment of technological infrastructure. For example,
software developers are constrained not only by the im-
mediate development task at hand but in having to en-

Does Industry Under-Invest in R&D?

sure that the new software they develop is compatible
with software and operating systems that other firms
may be developing simultaneously. Here, greater ef-
forts undertaken by industry or government to encour-
age standardization of emerging technologies would
likely lead to higher returns on R&D.

� Corporate strategies, according to Tassey, “often are
narrower in scope than a new technology’s market po-
tential.” In other words, companies in one line of busi-
ness may not realize that the technological advances
they make may have beneficial uses in other lines of
business.* Thus, broader-based strategies that extend
beyond a firm’s immediate line of products would yield
greater returns on R&D.

� Technological infrastructure, such as the Internet, of-
ten yields high returns to individual companies and to
the overall economy but often requires substantial lev-
els of investment before any benefits can be realized.
This argument is similar to the public-goods argument
that, for some large-scale R&D projects, funds from
government or an organized collaboration of industry
participants may be necessary for the project to achieve
the “critical mass” it needs to be successful. Once a
project is successful, however, high returns on R&D
might be realized.

Solutions to these problems would not be simple, but
NIST is addressing them. Among NIST’s general goal in
this regard is to encourage a “more analytically based and
data-driven R&D policy” (Tassey 1999, 2).

* Levitt (1960) has referred to this kind of problem as “marketing myopia.”

23Another measure of R&D intensity is the ratio of R&D to “value added”
(which is sales minus the cost of materials). Value added is often used in
studies of productivity analysis because it allows analysts to focus on the
economic output attributable to the specific industrial sector in question, by
subtracting materials produced in other sectors. For a discussion of the con-
nection between R&D intensity and technological progress, see, for example,
Nelson (1988) and Payson (in press).
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percent, followed by drugs and medicines at 10.5 percent.24

The “office, computing, and accounting machines” sector had
an R&D intensity as high as 12.3 percent in 1987, but its
R&D intensity fell to 9.2 percent by 1997.

Sectors that were lowest in R&D intensity in 1997 included

� nonferrous metals and products;

� petroleum refining and extraction;

� ferrous metals and products;

� food, kindred, and tobacco products; and

� electric, gas, and sanitary services.

 These sectors, in large part, reflect the “smokestack in-
dustries” that played a dominant role in the U.S. economy in
the mid-1900s in terms of new directions of technological
change.

Performance by Geographic Location,
Character of Work, and Field of Science

R&D by Geographic Location

The latest data available on the state distribution of R&D
performance are for 1997.25 These data cover R&D perfor-
mance by industry, academia, and Federal agencies, as well
as Federally funded R&D activities of nonprofit institutions.
The state data on R&D cover 52 records: the 50 states, the
District of Columbia, and “other/unknown” (which accounts
primarily for R&D for which the particular state was not
known). Approximately two-thirds of the R&D that could not
be associated with a particular state is R&D performed by
the nonprofit sector. Consequently, the distribution of R&D
by state indicates primarily where R&D is undertaken in Fed-
eral, industrial, and university facilities.

In 1997, total R&D expenditures in the United States were
$211.3 billion, of which $199.1 billion could be attributed to
expenditures within individual states; the remainder was
“other/unknown.” (See appendix table 2-20.) The statistics
and discussion below refer to state R&D levels in relation to
the distributed total of $199.1 billion.

R&D is concentrated in a small number of states. In 1997,
California had the highest level of R&D expenditures per-
formed within its borders ($41.7 billion, representing approxi-
mately one-fifth of U.S. total). The six states with the highest
levels of R&D expenditures—California, Michigan, New
York, New Jersey, Massachusetts, and Texas (in descending
order)—accounted for approximately half of the entire na-

24R&D outlays in the semiconductor equipment and materials industry
are estimated to be about 12–15 percent of sales (Council on Competitive-
ness 1996). The broad industry classification system used in NSF’s indus-
trial R&D survey can mask pockets of high-tech activity.

25Although annual data are available on the location of R&D performance
by the academic and Federal sectors, until recently, NSF has conducted sur-
veys on the state distribution of industrial R&D performance only in odd-
numbered years. At this writing, the 1998 industry R&D survey data have
not been processed, making 1997 the most recent year for which the state-
specific R&D totals can be reported.

� optical, surgical, photographic, and other instruments;

� electronic components;

� communication equipment; and

� scientific and mechanical measuring instruments. (See text
table 2-12 and appendix table 2-50.)

Among these sectors, the highest R&D intensity (38.5
percent in 1997) is observed in research, development and
testing services (which is not surprising because, in this spe-
cial case, R&D is the actual product sold rather than a means
toward acquiring a better product or production process).
Computer data and processing services are second, at 13.3

Text table 2–12.
Company and other (except Federal) industrial
R&D funds as a percentage of net sales in R&D-
performing companies for selected industries:
1987 and 1997

Industry and size of company 1987 1997

Manufacturing
Drugs and medicines ...................................... 8.7 10.5
Office, computing, and accounting machines. 12.3 9.2
Optical, surgical, photographic, and
   other  instruments. ....................................... 7.2 8.9
Electronic components ................................... 8.5 8.1
Communication equipment ............................ 5.5 8.0
Scientific and mechanical
   measuring instruments ................................ 8.1 6.5
Aircraft and missiles ........................................ 3.6 3.9
Motor vehicles and motor
   vehicles equipment ...................................... 3.4 3.8
Industrial chemicals ........................................ 4.4 3.5
Other machinery, except electrical ................. 3.0 3.0
Other electrical equipment .............................. 2.6 2.7
Radio and TV receiving equipment. ................ 3.2 2.6
Other transportation equipment ..................... 2.5 2.2
Other chemicals .............................................. 3.3 2.1
Stone, clay, and glass products ...................... 2.5 1.8
Fabricated metal products .............................. 1.2 1.5
Rubber products ............................................. 1.6 1.4
Paper and allied products ............................... 0.6 1.1
Lumber, wood products, and furniture ........... 0.6 0.9
Textiles and apparel. ....................................... 0.4 0.9
Nonferrous metals and products .................... 1.3 0.6
Petroleum refining and extraction ................... 1.0 0.6
Ferrous metals and products .......................... 0.6 0.6
Food, kindred, and tobacco products ............ 0.6 0.5
Nonmanufacturing
Research, development, and testing services 5.5 38.5
Computer and data processing services ........ NA 13.3
Engineering, architectural, and surveying. ...... NA 2.6
Trade. .............................................................. NA 2.4
Finance, insurance, and real estate. ............... NA 0.7
Telephone communications ............................ NA 0.7
Electric, gas, and sanitary services ................ NA 0.1

NA = not available

SOURCE:  National Science Foundation, Division of Science
Resources Studies (NSF/SRS), Survey of Industrial Research and
Development,  1997
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tional effort. The top 10 states—the six states listed above
plus (in descending order) Pennsylvania, Illinois, Washing-
ton, and Maryland—accounted for approximately two-thirds
of the national effort. (See appendix table 2-20.) California’s
R&D performance exceeded by a factor of three the next-
highest state, Michigan ($14.0 billion). After Michigan, R&D
levels decline relatively smoothly to approximately $7.4 bil-
lion for Maryland. The 20 highest-ranking states in R&D
expenditures accounted for about 86 percent of the U.S. total;
the lowest 20 states accounted for 4 percent.

States vary widely in the size of their economies owing to
differences in population, land area, infrastructure, natural
resources, and history. Consequently, variation in the R&D
expenditure levels of states may simply reflect differences in
economic size or the nature of their R&D efforts. A simple
way of controlling for this “size effect” is to measure each
state’s R&D level as a proportion of its gross state product
(GSP). (See appendix table 2-52.) As with the ratio of indus-
trial R&D to sales, the proportion of a state’s GSP devoted to
R&D is referred to as R&D “intensity.” Overall, the Nation’s
total R&D to GDP ratio in 1997 was 2.6 percent in 1997. The
top 10 states with regard to R&D intensity were (in descend-
ing order) New Mexico (6.7 percent), the District of Colum-
bia (5.3 percent), Michigan (5.1 percent), Massachusetts (5.0
percent), Maryland (4.8 percent), Washington (4.4 percent),
Idaho (4.4 percent), New Jersey (4.1 percent), California (4.0
percent), and Rhode Island (3.7 percent). New Mexico’s high
R&D intensity is largely attributable to Federal support (pro-
vided by the Department of Energy) for the Sandia National
Laboratories and Los Alamos National Laboratory FFRDCs
in the state.26

States have always varied in terms of the levels and types
of industrial operations they contain. Thus, they vary as well
in the levels of R&D they contain by industrial sector. One
measure of such variation among states is the extent to which
their industrial R&D is in the nonmanufacturing sector as
opposed to the manufacturing sector. Among the top 10 states
in 1997 in industrial R&D performance, California, New Jer-
sey, New York, Massachusetts, and Washington all had rela-
tively high levels of R&D in the nonmanufacturing sector
(25 percent or more of the total). (See figure 2-14.) Michi-
gan, Texas, Pennsylvania, Illinois, and Ohio had lower levels
of R&D in nonmanufacturing, as a percentage of the total.

Trends in National R&D by Character of Work
The traditional way to analyze trends in R&D performance

is to examine the amount of funds devoted to basic research,
applied research, and development. (See sidebar, “Definitions.”)
These terms are convenient because they correspond to popu-
lar models that depict innovation occurring in a linear progres-
sion through three stages: (1) scientific breakthroughs from
the performance of basic research lead to (2) applied research,

which leads to (3) development or application of applied re-
search to commercial products, processes, and services.

The simplicity of this approach makes it appealing to
policymakers, even though the traditional categories of basic
research, applied research, and development do not always
ideally describe the complexity of the relationship between
science, technology, and innovation in the real world.27 Addi-
tionally, many analysts argue that the distinctions between
basic research and applied research are becoming increas-
ingly blurred. Nonetheless, these general categories are gen-
erally useful to characterize the relative expected time horizons
and types of investments.

The United States spent $37.9 billion on the performance
of basic research in 1998, $51.2 billion on applied research,
and $138.1 billion on development. (See figure 2-15.) These

Billions of dollars

Figure 2-14.
Industrial R&D performance in the top 10 states in 
industrial R&D in 1997: R&D in manufacturing and 
nonmanufacturing

NOTE: These levels include R&D performed by industry-administered 
FFRDCs.
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26For additional information about the geographic distribution of R&D
within the United States, see NSF, “Science and Engineering State Profiles:
1999,” by R. Bennof and S. Payson, forthcoming.

27See NSB (1996), chapter 4, “Alternative Models of R&D and Innova-
tion.” According to the Council on Competitiveness (1996), “The old dis-
tinction between basic and applied research has proven politically
unproductive and no longer reflects the realities of the innovation
process…The United States [should adopt] a new and more up-to-date vo-
cabulary, one that accounts for changing calculations of R&D risk and rel-
evance over short-, medium- and long-term horizons.” In its report, the
Council identified three types of research (short-term/low-risk, mid-term/
mid-risk, and long-term/high-risk) and the economic sectors that have pri-
mary and secondary responsibility for each. In contrast, another study found
that R&D managers/directors and financial officials/accountants in manu-
facturing and nonmanufacturing firms generally agree that NSF’s classifica-
tion of R&D expenditures into basic research, applied research, and
development appropriately describes the scope of their companies’ self-fi-
nanced R&D activities (Link 1996).
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Definitions
NSF uses the following definitions in its resource

surveys. They have been in place for several decades
and are generally consistent with international defini-
tions.

� Basic research. The objective of basic research is
to gain more comprehensive knowledge or under-
standing of the subject under study, without specific
applications in mind. In industry, basic research is
defined as research that advances scientific knowl-
edge but does not have specific immediate commer-
cial objectives, although it may be in fields of present
or potential commercial interest.

� Applied research. Applied research is aimed at gain-
ing the knowledge or understanding to meet a spe-
cific, recognized need. In industry, applied research
includes investigations oriented to discovering new
scientific knowledge that has specific commercial
objectives with respect to products, processes, or
services.

� Development. Development is the systematic use
of the knowledge or understanding gained from re-
search directed toward the production of useful ma-
terials, devices, systems, or methods, including the
design and development of prototypes and processes.

� Budget authority. Budget authority is the authority
provided by Federal law to incur financial obliga-
tions that will result in outlays.

� Obligations. Federal obligations represent the
amounts for orders placed, contracts awarded, ser-
vices received, and similar transactions during a
given period, regardless of when funds were appro-
priated or payment required.

� Outlays. Federal outlays represent the amounts for
checks issued and cash payments made during a
given period, regardless of when funds were appro-
priated or obligated.

� R&D plant. Federal obligations for R&D plant in-
clude the acquisition of, construction of, major re-
pairs to, or alterations in structures, works, equip-
ment, facilities, or land for use in R&D activities at
Federal or non-Federal installations.

Billions of current dollars

Billions of constant 1992 dollars

Figure 2-15.
National R&D funding, by character of work

See appendix tables 2-7, 2-8, 2-11, 2-12, 2-15, and 2-16.
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not changed very much over time. For example, in 1980 ba-
sic research accounted for 13.9 percent, applied research 21.7
percent, and development 64.3 percent.

Basic Research
In 1998, basic research expenditures reached $37.9 bil-

lion. (See text table 2-1.) The annual growth rate of basic
research performance has changed over time, but not as dra-
matically as total R&D. This annual rate, adjusted for infla-
tion, had an average as high as 5.2 percent between 1980 and
1985; the growth rate slowed to 4.4 percent between 1985
and 1994 and increased to 5.0 between 1994 and 1998.

In terms of support, the Federal Government has always
provided the majority of funds used for basic research. (See
figure 2-16 and appendix table 2-9.) The Federal share of
funding for basic research as a percentage of all funding, how-
ever, has dropped—from 70.5 percent in 1980 to a 53.4 per-
cent ($20.2 billion) in 1998. (See figure 2-17.) This decline
in the Federal share of basic research support does not reflect
a decline in the actual amount of Federal support, which grew

totals reflect continuous increases over several years. In par-
ticular, since 1980 there has been a 4.7 percent annual in-
crease, in real terms, in basic research; a 3.9 percent increase
in applied research; and a 3.4 percent increase in develop-
ment. As a share of all 1998 R&D performance expenditures,
basic research represented 16.7 percent, applied research 22.5
percent, and development 60.8 percent. These shares have
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3.1 percent per year in real terms between 1980 and 1998.
Rather, it reflects a growing tendency for the funding of basic
research to come from other sectors. Specifically, from 1980
to 1998, non-Federal support for basic research grew at the
rate of 7.4 percent per year in real terms.

With regard to the performance of basic research in 1998,
universities and colleges (excluding FFRDCs) accounted for
the largest share—47.8 percent ($18.1 billion). Their perfor-
mance of basic research has increased, on average, 4.6 per-
cent annually in real terms since 1980. When the performance
of university-administered FFRDCs is included, the academic
sector’s share climbs to 55.0 percent. In 1998, the Federal
Government provided 62.1 percent of the basic research funds
used by the academic sector. Non-Federal sources—includ-
ing industry, state and local governments, universities and col-
leges themselves, and nonprofit organizations—provided the
remaining 37.9 percent.

Applied Research
Applied research expenditures were $51.2 billion in 1998.

Applied research is performed much more by nonacademic
institutions. These expenditures have been subject to greater
shifts over time, as a result of fluctuations in industrial growth
and Federal policy. Applied research experienced an average
annual real growth of 7.2 percent between 1980 and 1985,
followed by very low growth of 0.8 percent between 1985
and 1994; the rate of growth rose again to 6.8 percent be-
tween 1994 and 1998. Increases in industrial support for ap-
plied research explains this recent upturn. Industrial support
accounted for 65.6 percent ($33.6 billion) of the 1998 total
for applied research; Federal support accounted for 28.0 per-
cent ($14.3 billion).

During the 1980s, Federal support for applied research was
intentionally deemphasized in favor of basic research. Even

Science & Engineering Indicators – 2000

Figure 2-16.
National R&D expenditures, by source of funds, performing sector, and character of work: 1998

See appendix tables 2-7, 2-9, 2-11, 2-13, 2-15, 2-16, and 2-17.
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See appendix tables 2-9, 2-13, and 2-17.
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with the current administration’s greater willingness to sup-
port generic/precompetitive applied research, Federal fund-
ing in 1998 for applied research was only 70.8 percent of that
for basic research ($14.3 billion versus $20.2 billion, respec-
tively), as reported by research performers.

With regard to performance, 69.9 percent (accounting for
$35.8 billion) of the Nation’s applied research was performed
by industry and industry-administered FFRDCs in 1998. Fed-
eral sources funded 28.0 percent ($14.3 billion) of the Nation’s
applied research.

In the same year, most of the Nation’s nonindustrial ap-
plied research was performed by universities and colleges and
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their administered FFRDCs ($7.9 billion) and the Federal
Government ($5.4 billion). With regard to Federal intramural
applied research, in FY 1998 23.6 percent was performed by
DOD, another 23.4 percent by HHS, and 11.5 percent by
NASA.28 Total Federal applied research performance has been
remarkably level for more than 30 years, experiencing only a
0.6 percent average annual growth, in real terms, since 1966.

Development
Expenditures on development in 1998 totaled $138.1 bil-

lion. Most R&D expenditures are on development. Therefore,
historical patterns of development expenditures mirror his-
torical patterns of total R&D expenditures. From 1980 to 1985,
development grew on average by 7.0 percent per year in real
terms as increasingly larger shares of the national R&D ef-
fort were directed toward R&D supported by DOD (which
tends to be approximately 90 percent development). (See fig-
ure 2-18.) Between 1985 and 1994, on the other hand, devel-
opment in real terms grew at an average annual rate of only
0.4 percent—from $74.5 billion in 1985 to $103.1 billion in
1994. Between 1994 and 1998, annual growth was back up to
5.7 percent in real terms, to $138.1 billion in 1998—of which
75.8 percent was supported by industry and 23.4 percent by
the Federal Government.

In terms of performance, industry (including industrial
FFRDCs) accounted for 89.9 percent ($124.1 billion) of the
nation’s 1998 development activities. The Federal Govern-
ment accounted for 6.4 percent ($8.8 billion), and all other
performers account for 3.7 percent ($5.2 billion).

Federal Obligations for Research, by Field

Federal Obligations for Basic Research
Among fields receiving Federal research support, life sci-

ences garner the largest share of basic and applied research
obligations. (See appendix table 2-47.) In FY 1999, an esti-
mated $8.3 billion was obligated for basic research in the life
sciences (which includes the biological, medical, and agri-
cultural subfields)—nearly half the basic research total of
$16.9 billion. This level of funding has grown steadily since
the mid-1980s, although growth in real terms was stagnant
from 1993 to 1995 (consistent with the growth pattern for all
of HHS, the major funding agency for life sciences). By pre-
liminary estimates, Federal support for basic research in the
life sciences has grown rapidly between FY 1997 and FY
1999(averaging 6.2 percent per year in real terms. (See fig-
ure 2-20 and appendix table 2-47.)

DOE is the largest provider of funding for basic research
in the physical sciences. According to preliminary estimates,
DOE provided $1,358 million of a total of $3,305 million in
FY 1999; NASA provided $972 million, and NSF provided
$551 million (devoted to a wide variety of fields). Federal
support for basic research in the physical sciences grew in
real terms from 1985 to 1991, then declined from 1991 to
1996, and has since been rising again. (See figure 2-20.)

Federal Obligations for Applied Research
Life sciences received the largest Federal support for ap-

plied research: an estimated $6.1 billion in FY 1999 (38 per-
cent of the $16.1 billion total). Engineering received the next
largest share, with $4.3 billion in obligations (27 percent of

Science & Engineering Indicators – 2000See appendix tables 2-27, 2-29, 2-31, and 2-33.

Figure 2-18. 
Projected Federal obligations, by agency and character of work: 1999
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28These percentages are derived from preliminary Federal obligations as
reported in NSF (1999a).
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R&D Continues to Fare Well
Despite Fiscal Austerity

Reducing the deficit has been an overriding goal of
Congress and the Clinton Administration. To gain a bet-
ter understanding of the difficulty involved in accom-
plishing this objective, it is helpful to split total Federal
spending into two categories—“mandatory” and “dis-
cretionary.” Certain program expenditures—including
those for Social Security, veterans’ benefits, Medicare,
Medicaid, and interest on the national debt—are con-
sidered mandatory items in the Federal budget. That is,
the government is already committed by law to finance
those programs at certain levels and cannot cut them
without a change in the law through an act of Congress.
In contrast, discretionary items, including R&D pro-
grams, do not enjoy the same level of protection from
budget-cutting proposals; the Federal Government does
not have to, or is not already committed by law to, fi-
nance such programs at particular levels.

In FY 2000, mandatory programs (including inter-
est on the national debt) are expected to account for 67
percent of total Federal outlays. (See appendix table
2-22.) Despite the vulnerability of R&D as a component
of discretionary spending, Federal support for R&D has
received bipartisan support and has fared well during the
fiscal austerity of the past two decades. (See figure
2-19.) For example, an examination of R&D as a percent-
age of the total Federal budget reveals the following:
� Although all Federally funded R&D is expected to

fall from 5.2 percent of the budget in 1990 to 4.3
percent in 2000, nondefense R&D as a percentage
of the total budget is expected to rise slightly—from
1.9 percent in 1990 to 2.1 percent in 2000.

� As a proportion of total discretionary outlays, R&D
increased from 11.5 percent in 1980 to 13.1 percent
in 1990 and is expected to be 13.0 percent in 2000.

� Nondefense R&D as a percentage of nondefense dis-
cretionary spending has been holding fairly steady
since 1980, at just less than 13 percent.

the total). In real terms, Federal support for applied research
in the life sciences has grown substantially between 1985 and
1999 (from $3.3 billion to $5.3 billion in constant 1992 dol-
lars. Federal support for applied research in mathematics and
computer sciences has experienced particularly strong growth
over the same period, from $402 million to nearly $1.3 bil-
lion in 1992 dollars. In contrast, Federal support for applied
research in engineering, psychology, social sciences, and other
sciences has grown very little or decreased slightly in real

terms over the same period. Environmental sciences showed
moderate growth between 1985 and 1999, from $898 million
to nearly $1.4 billion in 1992 dollars. Federal support for ap-
plied research in the physical sciences, however, showed a
decline in real terms—from $1.6 billion to $1.1 billion in
1992 dollars. On the other hand, Federal support for the physi-
cal sciences had been rising since its low of $966 million (in
constant 1992 dollars) in 1966.

Figure 2-19.
R&D share of the Federal budget

SOURCE: AAAS, Research and Development: FY 2000.
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Billions of constant 1992 dollars

Figure 2-20.
Federal obligations for research by field: basic 
research, applied research, and total research
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Federal Obligations for Research
(Basic and Applied)

Considering basic and applied research together, the growth
of Federal support for research the life sciences vis-a-vis research
in other fields is even more pronounced. (See figure 2-20.) In
terms of rates of growth, Federal support for research in math-
ematics and computer sciences has grown rapidly as well.29

Cross-Sector Field-of-Science
Classification Analysis

A challenging, open-ended—yet promising—method of
classifying R&D expenditures, in various sectors in addition
to academia, is by field of science. Such classification, ap-
plied to historical data, indicates how R&D efforts in various
fields of science and engineering have grown in economic
importance over time. This information is potentially useful
for science policy analysis and for planning and priority-set-
ting. Moreover, scientists and engineers themselves can ben-
efit from information about how R&D expenditures in various
fields of science and engineering have evolved over time. For
example, such information might influence decisions by sci-
entists and engineers—and science and engineering stu-
dents—about taking on new research endeavors or exploring
new career opportunities.

Classification of academic R&D by field of science is pro-
vided in detail in chapter 6 of this report. The only additional
sector for which extensive data by field exist is the Federal
Government. Industrial R&D—which represents three-quar-
ters of all R&D performed in the United States—has not been
subdivided by field of study, for three reasons: (1) Unlike re-
search performed by universities and Federal agencies, much
of the research by private firms is confidential (for obvious
reasons), and the provision of such information might com-
promise that confidentiality; (2) most private companies do
not have the accounting infrastructure in place to compile such
statistics, so any efforts on their part to provide this additional
information could be significantly burdensome to them; and
(3) much of the R&D carried out by industry is interdiscipli-
nary, especially at the development stage (e.g., the develop-
ment of a new vehicle would involve mechanical engineering,
electrical engineering, and other fields)—which in many cases
might make the splitting of R&D by field somewhat arbitrary.
Therefore, the collection of such data is unlikely.

Nonetheless, some analysis along these lines, wherever
possible, could shed light on overall levels of R&D support
for general lines of inquiry. The analysis that follows circum-
vents this problem by grouping fields with standard indus-
trial categories, creating nine general categories of R&D that
can be associated with fields of science and engineering and
with related industrial categories.

29For much more detailed data on Federal support by field of science, see
Board on Science, Technology, and Economic Policy (1999).
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R&D in Chemistry, Life Sciences,
and Information Technology

In this section, R&D is categorized into three broad areas;
each area is associated with academic fields of study and with
industrial end-products that tend to be associated with those
fields. For easier data interpretation, all academic and Fed-
eral fiscal year data were converted to calendar year data so
they would be comparable to data pertaining to industry cat-
egories (which are collected and provided on a calendar year
basis). Furthermore, all dollar amounts in this section are in
real (constant 1992) terms, thereby allowing the analysis to
focus on effects that are independent of inflation.

Chemistry (Nonmedical)
and Chemical Engineering

Three categories of R&D were identified that could be
associated primarily with chemistry and chemical engineer-
ing. (See figure 2-21 and appendix table 2-49.) These catego-
ries exclude chemistry associated with medicine, which was
included instead under the broad category of life sciences.
The largest of these categories, by far, is company-funded
R&D in industrial chemicals and other chemicals (but not
drugs and medicines). In real terms, expenditures in this cat-
egory grew from $6.1 billion in 1985 to $7.7 billion in 1990
and then eventually declined, on average, to $6.3 billion in
1997—only slightly higher than the level 12 years earlier. The
next two categories were much smaller. Federal obligations
for research in chemistry and chemical engineering remained
at roughly $1 billion (in constant 1992 dollars) throughout
the 1985–96 period. The smallest category—academic R&D
(not Federally funded) in chemistry and chemical engineer-
ing—grew steadily in real terms, from $223 million in 1985
to $361 million in 1996.

Life Sciences
R&D in the broad area of the life sciences is characterized

by strong and fairly-continuous real growth in its three larg-
est categories. (See figure 2-22 and appendix table 2-50.) The
largest category, Federal obligations for research in the life
sciences, increased from $8 billion in 1985 to $11 billion in
1996. Company-funded R&D in drugs and medicines grew
dramatically in real terms, from $4 billion in 1985 to $10
billion in 1997. Likewise, academic R&D (not Federally
funded) in the life sciences and bioengineering/biomedical
engineering grew continuously, from $3 billion in 1985 to $5
billion in 1996. Real growth in R&D also occurred in devel-
opment expenditures by HHS and the Department of Veter-
ans Affairs. With regard to food and other agricultural products
that are also associated with life sciences, real growth oc-
curred in the relatively small levels of development expendi-
tures by USDA (from $41 million to $77 million between
1985 and 1996), but very little real change occurred in com-
pany-funded R&D in food, kindred, and tobacco products
(which grew from $1.4 billion to $1.6 billion between 1985
and 1997).

Mathematics, Computer Science, and Communi-
cation and Electrical Equipment

Although seven categories of R&D fall under this broad
area, two clearly dominate the others in terms of the magni-
tude of their expenditure levels. (See figure 2-23 and appen-
dix table 2-51.) The largest area, by 1997, was company-
funded R&D in electrical equipment, which held steady at

Millions of constant 1992 dollars

Figure 2-21.
R&D associated primarily with chemistry 
(nonmedical) and chemical engineering
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Figure 2-22.
R&D associated primarily with the life sciences
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close to $10 billion (in constant 1992 dollars) throughout
1985–92, after which it doubled to more than $20 billion by
1997. The second-largest category in 1997—company-funded
R&D in office, computing and accounting machines—re-
mained at or above $10 billion between 1985 and 1992 as
well. It then fell sharply in 1993 to below $5 billion but re-
covered between 1995 and 1997; by 1997 it represented more
than $11 billion in R&D. The third-largest category, Federal
obligations for research in mathematics and computer sci-
ence, grew from $745 million in 1985 to nearly $1.5 billion
in 1996. Federal obligations for research in electrical engi-
neering (not Federally funded) declined from $813 million to
$601 million over the same period. Three small academic cat-
egories—R&D in mathematics, computer science, and elec-
trical engineering—each nearly doubled in real terms between
1985 and 1996.

Inter-Sector and Intra-Sector
Domestic Partnerships and Alliances

In the performance of R&D, organizations can collabo-
rate, either within the same sector (e.g., a partnership between
firms) or between sectors (e.g., a partnership between a firm
and the Federal Government). Decisions by organizations to
form these partnerships are based on economic considerations,
legal and cultural frameworks, scientific and technological
conditions, and policy environments.

Economic Considerations
Underlying R&D Partnerships

Collaboration allows individual partners to leverage their
resources, reducing costs and risks and enabling research ven-
tures that might not have been undertaken otherwise. In the
case of intra-sector collaboration, the underlying theme is that
more can be accomplished at lower cost when resources are
pooled, especially if organizations can complement each other
in terms of expertise and/or research facilities. For private
companies, another advantage of partnerships is that they re-
duce (or eliminate) competition between the allied compa-
nies, which may thereby enjoy higher profits once their jointly
developed product is marketed.

With regard to university-industry alliances, companies can
benefit from the extensive research infrastructure (including
the students), as well as the store of basic scientific knowl-
edge, that exists at universities—which those firms would
not be able afford on their own.30 Universities, on the other
hand, benefit from alliances with firms by being better able
to channel academic research toward practical applications”
(Jankowski 1999).

In the case of collaboration between Federal laboratories
and industry—in the form of Cooperative Research and De-
velopment Agreements (CRADAs)—a wide range of eco-
nomic benefits to both parties have been noted. The main
reason for the creation of CRADAs was that industry would
benefit from increased access to government scientists, re-
search facilities, and the technology they developed. Govern-
ment, in turn, would benefit from a reduction in the costs of
items it needs to carry out its objectives (Lesko and Irish 1995,
67). Both would benefit from technology transfer, and Fed-
eral R&D in national labs would be more useful to U.S. in-
dustry. Some analysts have argued as well that Congress
created CRADAs31 to simplify negotiations between the Fed-
eral Government and industry in the process of technology
transfer, by making the process exempt from Federal Acqui-
sition Regulation (FAR) requirements.

With regard to collaboration between academia and the
Federal Government, little exists in the strict sense of em-
ployees from both working together, side-by-side, on R&D
projects. On the other hand, collaboration in a broad sense is
quite extensive in that academia receives research grants to
perform “targeted research.”32 (See “Federal Support to
Academia.”) Some of this research is designed to meet Fed-

Billions of constant 1992 dollars

Figure 2-23.
R&D associated primarily with mathematics, 
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development of military equipment) 
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30On the topic of firms benefiting from the tacit knowledge of universi-
ties, Prabhu (1997)—citing earlier work by Tyler and Steensma (1995)—
suggests, “The greater the tacitness of technology (hard to document in
writing, residing in individuals, systems and processes of the firm, and diffi-
cult to transfer through market mechanisms), and the greater the complexity
of technology (variety and diversity of technologies that must be incorpo-
rated into the development process), the more likely it is that executives will
consider technological collaboration a mode of technology development.”

31See the next section on the legal reasons for partnerships and alliances.
32Targeted research as a policy goal is discussed in U.S. Congress, House

Committee on Science (1998).
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eral needs, in cases in which the Federal Government does
not have the physical or human resources to perform the re-
search itself. In other cases, the Federal Government may
support academic research (or research in other sectors) for
the sake of creating a “public good” that would be expected
to provide economic benefits to society. As many people know,
one of the public goods that arose from this kind of collabo-
rative effort is the Internet, which originated from a project
funded by the Defense Advanced Research Projects Agency
(DARPA) and then greatly advanced through NSF funding to
universities.

Finally, international competition adds two additional con-
siderations. First, Federal-industry partnerships and other
types of partnerships in the performance of R&D in the United
States may be desirable as a means of competing adequately
against similar partnerships carried out in other nations. Sec-
ond, the United States may choose to enter into international
projects with the idea that, just like firms, nations may be
able to pool resources that collectively enhance their R&D
capabilities.

Federal Technology Transfer Programs
The term “technology transfer” can cover a wide spec-

trum of activities, from informal exchanges of ideas between
visiting researchers to contractually structured research col-
laboration involving the joint use of facilities and equipment.
Only since the late 1980s, however, has technology transfer
become an important mission component of most Federal labs.
Some agencies, however, have long shared their research with
the private sector (e.g., USDA’s Agricultural Research Ex-
periment Stations and NASA’s civilian aeronautics programs),
and several laws passed in the early 1980s encouraged such
sharing—notably, the Stevenson-Wydler Technology Innova-
tion Act of 1980. (See sidebar, “Principal Federal Legislation
Related to Cooperative Technology Programs.”)

The emphasis, in the past decade, on technology transfer
stems from practical considerations: Industry was interested
in such programs, Federal money was available, and govern-
ment defense labs were amenable to such activities as an al-
ternative to their declining defense work (OTA 1995).
Moreover, technology transfer was regarded as a means of
addressing Federal concerns about U.S. industrial strength and
world competitiveness. Another reason was that the Federal
Technology Transfer Act (FTTA) of 1986 authorized govern-
ment-owned and -operated laboratories to enter into CRADAs
with private industry. Only after the 1989 passage of the Na-
tional Competitiveness Technology Transfer Act (NCTTA),
however, could contractor-operated labs (including DOE’s
FFRDCs) also enter into CRADAs. According to most avail-
able indicators, Federal efforts to facilitate private-sector com-
mercialization of Federal technology have made considerable
progress since 1987.

Four measures of the extent of Federal technology com-
mercialization efforts and Federal-industry collaboration be-
tween 1987 and 1998 can be described as follows:

Principal Federal
Legislation Related to

Cooperative Technology Programs
Since 1980, a series of laws have been enacted to pro-

mote Federal–civilian partnerships and to facilitate the
transfer of technology between sectors. Among the most
notable pieces of legislation have been the following:

� Stevenson-Wydler Technology Innovation Act (1980).
Required Federal laboratories to facilitate the transfer of
Federally owned and originated technology to state and
local governments and to the private sector.

� Bayh-Dole University and Small Business Patent
Act (1980). Permitted government grantees and con-
tractors to retain title to Federally funded inventions
and encouraged universities to license inventions to
industry. The Act is designed to foster interactions
between academia and the business community.

� Small Business Innovation Development Act
(1982). Established the Small Business Innovation Re-
search (SBIR) Program within the major Federal R&D
agencies to increase government funding of research
with commercialization potential within small, high-
technology companies.

� National Cooperative Research Act (1984). Encour-
aged U.S. f irms to collaborate on generic,
precompetitive research by establishing a rule of rea-
son for evaluating the antitrust implications of research
joint ventures. The Act was amended in 1993 by the
National Cooperative Research and Production Act,
which let companies collaborate on production as well
as research activities.

� Federal Technology Transfer Act (1986). Amended
the Stevenson-Wydler Technology Innovation Act to
authorize CRADAs between Federal laboratories and
other entities, including state agencies.

� Omnibus Trade and Competitiveness Act (1988).
Established the Competitiveness Policy Council to de-
velop recommendations for national strategies and
specific policies to enhance industrial competitive-
ness. The Act created the Advanced Technology Pro-
gram and the Manufacturing Technology Centers
within NIST to help U.S. companies become more
competitive.

� National Competitiveness Technology Transfer Act
(1989). Amended the Stevenson-Wydler Act to allow
government-owned, contractor-operated laboratories
to enter into cooperative R&D agreements.

� National Cooperative Research and Production Act
(1993). Relaxed restrictions on cooperative produc-
tion activities, enabling research joint venture (RJV)
participants to work together in the application of tech-
nologies they jointly acquire.
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� Patent applications have had a similar history. They rose
in number from 848 in 1987 to a high of precisely 1,900 in
1991(a 124 percent increase). After 1991, patent applica-
tions averaged 1,765, with no apparent trend.

� Licenses granted rose in number steadily between 1987
and 1998, from 128 to 510.

Differences in Motivations and Goals of
CRADA Participants

Studies have indicated that although partnerships between
sectors offer economic and scientific benefits to the parties
involved, those partnerships may be constrained by cultural
differences between sectors. Some observers have argued that
industrial scientists and engineers tend to place much greater
emphasis than their government colleagues on profitability,
international competitiveness, and turnaround time. Con-
versely, government scientists and engineers tend to have
longer-range and more idealistic perspectives. For example,
Lesko and Irish (1995) describe the Federal defense
employee’s “traditional view” as one in which “the primary
mission…is to develop, produce, enhance, and support the
military systems that provide a warfighting capability for the
U.S. that is second to none” (Lesko and Irish 1995, 33–34).

Rogers et al. (1998) surveyed participants in CRADA part-
nerships at Los Alamos National Laboratory. They found that,
according to private companies in these partnerships, the top
five objectives of CRADAs were (in descending order of
importance) to obtain new technology/information/patents,
to save money in developing a process/product, to save costs,
to improve research ability within the company, and to obtain
a new product. In contrast, the top five objectives according
to Federal R&D laboratory partners were to improve the re-
search ability of the Federal R&D laboratory, such as adding
capabilities; to obtain new funding; to obtain technology/in-
formation/patents; to gain credibility/prestige/employee sat-
isfaction; and to develop or gain access to new facilities/tools.
According to Rogers et al., such differences in orientation
have been a major obstacle to further increases in the number
of CRADAs. Rogers et al. conclude, “Since 1994, Federal
funding for establishing new CRADAs has almost disap-
peared, mainly due to partisan differences about the role of
the Federal Government in its relations with private compa-
nies” (Rogers et al. 1998, 87).

On the other hand, Lesko and Irish (1995) are more opti-
mistic about the future ability of scientists and engineers from
these different cultures to get along:

Significant differences in the perspectives of government and
industry can and do impede progress in cooperative ventures.
As both sides realize that they need each other’s perspectives
and combined resources to survive global competition and
effectively manage shrinking resources, their goals and pro-
cedures will change toward becoming more and more coop-
erative. Good communications can be a key to identifying,
understanding, and overcoming culturally derived barriers to
this process (Lesko and Irish 1995, 29).

Number

Figure 2-24.
Federal technology transfer indicators

CRADA = cooperative research and development agreement.

NOTE: Does not include CRADAs entered into by NASA.
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� CRADAs grew in number geometrically, from 34 in 1987
to 3,688 in 1996—an average growth rate of more than 68
percent per year. Between 1996 and 1997, however, not
only did the growth cease, the number of active CRADAs
declined to 3,239. This number decreased slightly in 1998,
to 3,201. (See figure 2-24.)

� Invention disclosures arising out of CRADAs increased
rapidly at first, from 2,662 in 1987 to 4,213 in 1991(a 58
percent increase in only four years). Over the succeeding
seven years (to 1998), however, that level was not reached
again; the largest number was 4,153 in 1996. On the other
hand, there is no apparent trend in the annual numbers of
invention disclosures since 1991; those levels seem to be
random, averaging 3,815 and remaining above 3,500 each
year. (See figure 2-24.)
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Scientific and Technological Conditions
Underlying R&D Partnerships

The complexity and interdisciplinary nature of R&D has
continued to increase in recent years, as discoveries in one
area of science or engineering (e.g., modular robotics sys-
tems) have had bearing on other areas (e.g., space explora-
tion). As the scope of R&D on any topic expands, researchers
from individual institutions may find themselves less able to
approach the topic as broadly as they think they should; they
may therefore search for collaborators who can complement
their knowledge or research facilities. For example, academic
researchers increasingly have sought to leverage resources
and talents in the conduct of R&D. Not only does such an
approach offer opportunities for alternative funding, such
partnership provides an essential means for undertaking work
that is becoming ever more complex and multidisciplinary
(Jankowski 1999).

At the same time that scientific and engineering develop-
ments are increasing the need for—and the benefits of—R&D
partnerships and alliances, advances in communication equip-
ment and software are creating new tools that make such col-
laborative efforts much easier. Hazlett and Carayannis (1998)
describe recent developments in “virtual teams”—especially
between industry and academia—whereby communication,
data acquisition, data sharing, and document sharing can all
take place virtually among individuals in distant organizations.
In effect, the operational costs of collaborating have been re-
duced enormously, thereby encouraging increased collabora-
tion among researchers of the same or similar topics.

Current research on expanding Internet capabilities offers
even more powerful tools for collaborative efforts. DOE and
NSF have been sponsoring research that has been moving
scientists and engineers closer to having the ability to col-
laborate in virtual laboratories or conference rooms through
“telepresence.” That is, researchers at remote physical loca-
tions interact with one another in a virtual, three-dimensional
environment, experiencing each other’s artificial presence as
though everyone were in the same room. Such capabilities
will undoubtedly enhance collaboration potential.33

Industrial R&D Consortia
In the early 1980s, increasing international competition

and the resulting erosion in U.S. technological leadership led
legislators and policymakers to conclude that existing U.S.
antitrust laws and penalties were too restrictive and could be
impeding the ability of U.S. companies to compete in the glo-
bal marketplace. U.S. companies were at a disadvantage rela-
tive to their foreign counterparts because an outdated antitrust
environment—designed to preserve domestic competition—
prohibited them from collaborating on most activities, includ-
ing R&D.

Restrictions on multi-firm cooperative research relation-
ships were lifted with the passage of NCRA in 1984. This

law was enacted to encourage U.S. firms to collaborate on
generic, precompetitive research. To gain protection from
antitrust litigation, NCRA requires firms engaging in RJVs
to register them with DOJ.34 In 1993, Congress again relaxed
restrictions—this time on cooperative production activities—
by passing the National Cooperative Research and Produc-
tion Act, which enables participants to work together to apply
technologies developed by their RJVs.

The advantages of RJVs over individual firms conducting
R&D on their own have been identified as follows:35

� Through RJVs, companies have “the ability to pool re-
search resources in order to achieve a critical minimum
mass and pursue more and larger research projects than
any single company could afford.”

� RJVs can exploit synergies from the complementary re-
search strengths of their members, creating a whole greater
than the sum of its parts.

� RJVs are expected to be in a better position than any single
firm to maintain the necessary continuity of effort for long-
term research projects.

� RJVs pool risk both in terms of a larger number of partici-
pants in each research project and a larger number of
projects.

� RJVs can reduce duplication of effort among member firms
by concentrating larger resources on projects of common
interest.

� RJVs can attract supplemental support from external
sources, including the government, by increasing the vis-
ibility of essential industrial research projects.

� RJVs can create new investment options in technologies
that are out of the reach of individual member firms be-
cause of high resource commitment required, high uncer-
tainty, insufficient appropriability of the research outcome,
inadequacy of existing capabilities, and so forth.

By the end of 1998, 741 RJVs had been registered; orga-
nizations such as Sematech have helped U.S. industries re-
gain leadership in global markets for high-tech products such
as semiconductors. On the other hand, by 1998 the number of
new RJV filings per year had fallen sharply to 31, after reach-
ing a peak of 115 in 1995 (Link 1999). (See figure 2-25.)

33See Smith and Van Rosendale (1998), Larson (1998), and chapter 9 of
this report.

34According to NCRA, an RJV is “any group of activities, including at-
tempting to make, making, or performing a contract, by two or more persons
for the purpose of (a) theoretical analysis, experimentation, or systematic
study of phenomena or observable facts, (b) the development or testing of
basic engineering techniques, (c) the extension of investigative findings or
theory of a scientific or technical nature into practical application for experi-
mental and demonstration purposes… (d) the collection, exchange, and analy-
sis of research information, or (e) any combination of the [above].” RJV
members can be from different sectors as well as from different countries.

35These points are taken from Vonortas (1997); however, Vonortas credits
these ideas to Douglas (1990).



2-40 � Chapter 2. U.S. and International Research and Development: Funds and Alliances

Other observations include:

� The industry with the most RJVs over the 1985–98 period
was communication services (standard industrial classifi-
cation, or “SIC,” number 48), which claimed 131 of the
741 total. The electronics industry (SIC 36) was a close
second with 120, followed by transportation equipment
(SIC 37) with 115.

� The average number of members per RJV over the 1985–
98 period was 13; this number varied by industry, how-
ever, from an average of only 6 members for the commu-
nications services industry to an average of 25 for the elec-
tronics industry.

� Only 10 percent of all RJVs included Federal laboratories
as research members. Among RJVs in the communications
services industries, less than 1 percent had Federal labs as
members. Among those in machinery and computer equip-
ment (SIC 35), 21 percent included Federal labs; among
those in electronics, 20 percent included Federal labs.

� Sixteen percent of all RJVs included universities as re-
search members. For communications services, this per-
centage was as low as 5, whereas for electronics it was as
high as 34.

� As many as 29 percent of all RJVs had foreign affiliates
as research members, ranging from 17 percent for trans-
portation equipment to 45 percent for the oil and gas ex-
traction industry (SIC 13).

� Fourteen percent of RJVs had an environmental research
focus; no RJVs in communications services had an envi-
ronmental research focus, whereas 43 percent in chemi-
cals and allied products (SIC 28) had that focus.

� Forty-nine percent of RJVs (365 of the 741 total) had re-
search that was process-focused; 41 percent (307) had re-
search that was product-focused; and the remaining 9 per-
cent (69) had research that included both. (See figure 2-25.)

International Comparisons
of National R&D Trends

Absolute levels of R&D expenditures are indicators of the
breadth and scope of a nation’s S&T activities and are a har-
binger of future growth and productivity. Indeed, investments
in the R&D enterprise strengthen the technological base on
which economic prosperity increasingly depends worldwide.
Findings from a study of 25 countries by Porter and Stern
(1999) indicate that human talent and R&D spending are
among the most important factors contributing to nations’
innovative capacity. Consequently, the relative strength of a
particular country’s current and future economy—and the
specific scientific and technological areas in which a country
excels—is further revealed through comparison with other
major R&D-performing countries. This section provides such
comparisons of international R&D spending patterns.36 It ex-
amines absolute and relative expenditure trends, contrasts per-
former and source structural patterns, reviews the foci of R&D
activities, and looks at government priorities and policies.
Although R&D performance patterns by sector are similar
across countries, national sources of support differ consider-
ably. In nearly all OECD countries, government has provided
a declining share of all R&D funding during the past decade,
whereas the industrial share of the funding total has increased
considerably. Foreign sources of R&D have been increasing
in many countries.

Absolute Levels of Total R&D Expenditures
The worldwide distribution of R&D performance is con-

centrated in relatively few industrialized nations. Of the $500
billion in estimated 1997 R&D expenditures for the 28
OECD37 countries, 85 percent is expended in just 7 countries
(OECD 1999d). These estimates are based on reported R&D
investments (for defense and civilian projects) converted to
U.S. dollars with purchasing power parity (PPP) exchange
rates.38 (See appendix table 2-2.)

36Most of the R&D data presented here are from reports to OECD, which
is the most reliable source of such international comparisons. A fairly high
degree of consistency characterizes the R&D data reported by OECD, with
differences in reporting practices among countries affecting their R&D/GDP
ratios by no more than an estimated 0.1 percentage point (ISPF 1993). None-
theless, an increasing number of non-OECD countries and organizations now
collect and publish internationally comparable R&D statistics, which are
reported at various points in this chapter.

37Current OECD members are Australia, Austria, Belgium, Canada, Czech
Republic, Denmark, Finland, France, Germany, Greece, Hungary, Iceland,
Ireland, Italy, Japan, South Korea, Mexico, the Netherlands, New Zealand,
Norway, Poland, Portugal, Spain, Sweden, Switzerland, Turkey, the United
Kingdom, and the United States.

38Although PPPs technically are not equivalent to R&D exchange rates,
they better reflect differences in countries’ laboratory costs than do market
exchange rates. (See sidebar, “Purchasing Power Parities: Preferred Exchange
Rates for Converting International R&D Data.”)

Number

Figure 2-25.
Growth in R&D consortia registered under the 
National Cooperative Research and Production Act

SOURCE: Link (1999) and unpublished tabulations.
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The United States accounts for roughly 43 percent of the
OECD member countries’ combined R&D investments; U.S.
R&D investments continue to outdistance, by more than
2–to–1, R&D investments made in Japan, the second largest
R&D-performing country. Not only did the United States
spend more money on R&D activities in 1997 than any other
country, it also spent as much by itself as the rest of the G-7
countries—Canada, France, Germany, Italy, Japan, and the
United Kingdom—combined. (See appendix table 2-63.)39 In
only three other countries—the Netherlands, Australia, and
Sweden—do R&D expenditures exceed 1 percent of the
OECD R&D total (OECD 1999d).

In 1985, spending in G-7 countries other than the United
States was equivalent to 90 percent of U.S. R&D expendi-
tures that year. The non-U.S. total climbed steadily to peak at
105 percent of the U.S. total in 1993. Since then, however,
non-U.S. G-7 R&D expenditures have slipped back to an
amount equivalent to about 98 percent of the U.S. total. (See
figure 2-27.) Initially, most of the United States’ relative im-
provement vis-á-vis the other G-7 countries since 1993 re-
sulted from a worldwide slowing in R&D performance that
was more pronounced in other countries than in the United
States. That is, although U.S. R&D spending stagnated or
declined for several years in the early to mid-1990s, the re-
duction in real R&D spending in most of the other large R&D-
performing countries was more striking. In Japan, Germany,
and Italy, inflation-adjusted R&D spending fell for three con-
secutive years (1992, 1993, and 1994) at a rate of decline that
exceeded similarly falling R&D spending in the United States.
In fact, large and small industrialized countries worldwide

39International data availability has become less timely over the past sev-
eral years, so 1997 is the most recent year for which R&D statistics are
widely available from many countries. Part of the delay in obtaining current
R&D statistics is a result of resource pressures affecting national statistical
offices; part is a result of resource constraints facing international organiza-
tions that provide internationally comparable data.

Two Federal technology partnership programs were
started in the 1990s: DOC’s Advanced Technology Pro-
gram (ATP) and DOD’s Technology Reinvestment
Project (TRP). The purpose behind both programs was
to spur the development and deployment of high-risk
enabling technologies through an industry-driven, cost-
sharing process whereby industry proposed the research
and supplied at least half of the funding. Of the two
programs, only ATP survives, and its budget was sharply
reduced in 1996.

The cumulative shares of ATP funding from 1990
to 1998 by government and industry have been nearly
the same: $1.3 billion in constant 1992 dollars. (See
appendix table 2-61.) The 285 single-applicant projects
have a cumulative total funding level of $851 million
in constant 1992 dollars, with ATP funds accounting
for 55 percent and industry funds accounting for 45
percent. The average award size across single appli-
cants and joint ventures has been $6.1 million in con-
stant 1992 dollars. The 146 joint ventures have had a
cumulative funding level of $1.8 billion in constant
1992 dollars, of which 53 percent was provided by in-
dustry participants.

ATP runs two kinds of competitions—general and
focused. Companies or consortia can submit proposals
for support in any technology area(s) in the general com-
petitions, whereas the focused competitions are for spe-
cific technologies. Proposals are selected through a peer
review process and are judged on their technical merit
and their potential for commercial success.

The ATP program was most active in 1994 and 1995.
(See figure 2-26.) In fact, funding in these two years
alone, in real terms, accounted for 53 percent of all
funding over the 1990–98 period. In 1996, funding had

nearly vanished to $34 million (in 1992 dollars), but it has
picked up again in 1997 and 1998, with levels of $273
million and $408 million, respectively. In every year from
1990 to 1998, the ATP and industry shares have been close
to 50 percent each.

Advanced Technology Program Funding Slows

Millions of constant 1992 dollars

Figure 2-26.
Advanced Technology Program funding

SOURCE: U.S. Department of Commerce, National Institute of 
Standards and Technology.

See appendix table 2-61. Science & Engineering Indicators – 2000
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experienced substantially reduced R&D spending in the early
1990s (OECD 1999d). For most of these countries, economic
recessions and general budgetary constraints slowed indus-
trial and government sources of R&D support. More recently,
R&D spending has rebounded in several of the G-7 countries
(though not in France or the United Kingdom, according to
the latest available statistics), as has R&D spending in the
United States. Yet since annual R&D growth generally has
been stronger in the U.S. than elsewhere (see figure 2-28),
the difference between the U.S. and the combined other G-7
countries’ R&D spending has continued to narrow.

Concurrent with the relative increase in the U.S. share of
the G-7 countries’ R&D performance has been a reduction in
the U.S. R&D share of all OECD countries’ R&D spending.
In 1986 the United States accounted for 48 percent of the
R&D reported by OECD countries; by 1997 the U.S share
had dropped to less than 43 percent of the OECD R&D total.
Part of this share reduction (perhaps up to 2 percentage points)
resulted from the addition of several countries to OECD mem-

Billions of constant 1992 dollars

Figure 2-27.
U.S. and other G-7 countries’  R&D expenditures

NOTE:  The non-U.S. G-7 countries are Canada, France, Germany,  
Italy, Japan, and the United Kingdom.
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Percentage change

Figure 2-28.
Rates of change in total inflation-adjusted R&D 
spending
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Comparisons of international statistics on R&D are ham-
pered by the fact that each country’s R&D expenditures
are denominated, obviously, in its home currency. Two ap-
proaches are commonly used to normalize the data and
facilitate aggregate R&D comparisons. The first method
is to divide R&D by GDP, which results in indicators of
relative effort according to total economic activity and cir-
cumvents the problem of currency conversion. The second
method is to convert all foreign-denominated expenditures
to a single currency, which results in indicators of absolute
effort. The first method is a straightforward calculation,
but it permits only gross national comparisons. The sec-
ond method permits absolute-level comparisons and analy-
ses of countries’ sector- and f ield-specif ic R&D
investments, but it entails choosing an appropriate currency
conversion series.

Because (for all practical purposes) there are no widely
accepted R&D-specific exchange rates, the choice is be-
tween market exchange rates (MERs) (available from IMF
1998) and purchasing power parities rates (PPPs) (avail-
able from OECD 1999d). These rates are the only series
consistently compiled and available for a large number of
countries over an extended period of time.

At their best, MERs represent the relative value of cur-
rencies for goods and services that are traded across bor-
ders; that is, MERs measure a currency’s relative
international buying power. Sizeable portions of most coun-
tries’ economies do not engage in international activity,
however, and major fluctuations in MERs greatly reduce
their statistical utility. MERs also are vulnerable to a num-
ber of distortions—currency speculation, political events
such as wars or boycotts, and official currency interven-
tion—that have little or nothing to do with changes in the
relative prices of internationally traded goods.

For these reasons, an alternative currency conversion
series—PPPs—has been developed (Ward 1985). PPPs take
into account the cost differences across countries of buy-

ing a similar basket of goods and services in numerous
expenditure categories, including nontradables. The PPP
basket is therefore representative of total GDP across coun-
tries. When the PPP formula is applied to current R&D
expenditures of other major performers—such as Japan
and Germany—the result is a substantially lower estimate
of total research spending than that given by MERs. (See
figure 2-29.) For example, Japan’s R&D in 1996 totaled
$85 billion based on PPPs and $130 billion based on MERs;
German R&D was $40 billion and $54 billion, respectively.
(By comparison, U.S. R&D was $197 billion in 1996.)

PPPs are the preferred international standard for calcu-
lating cross-country R&D comparisons wherever possible
and are used in all official OECD R&D tabulations. Unfor-
tunately, they are not available for all countries and curren-
cies. They are available for all OECD countries, however,
and are therefore used in this report. Although there is con-
siderable difference in what is included in GDP-based PPP
items and R&D expenditure items, the major components
of R&D costs—fixed assets and the wages of scientists, en-
gineers, and support personnel—are more suitable to a do-
mestic converter than to one based on foreign trade flows.
Exchange rate movements bear little relationship to changes
in the cost of domestically performed R&D. (See figure 2-
29.) When annual changes in Japan’s and Germany’s R&D
expenditures are converted to U.S. dollars with PPPs, they
move in tandem with such funding denominated in their
home currencies. Changes in dollar-denominated R&D ex-
penditures converted with MERs exhibit wild fluctuations
that are unrelated to the R&D purchasing power of those
investments. MER calculations indicate that, between 1986
and 1996, German and Japanese R&D expenditures each
increased in three separate years by 20 percent or more. In
reality, nominal R&D growth never exceeded 12 percent in
either country during this period. PPP conversions gener-
ally mirror the R&D changes denominated in these coun-
tries’ home currencies.

Purchasing Power Parities: Preferred
Exchange Rates for Converting International R&D Data

bership (thereby increasing the OECD R&D totals); world-
wide growth in R&D activities, however, was a greater con-
tributing factor to the loss of R&D share experienced by the
United States. If actual “world” R&D totals were available
(rather than for the OECD countries only), the decline in the
U.S. share would likely be more pronounced.

Distribution of Nondefense R&D Expenditures
The policy focus of many governments on economic com-

petitiveness and commercialization of research results has
shifted attention from nations’ total R&D activities to nonde-
fense R&D expenditures as indicators of scientific and tech-

nological strength.40 Indeed, conclusions about a country’s rela-
tive standing may differ dramatically depending on whether
total R&D expenditures are considered or defense-related ex-
penditures are excluded from the totals. In absolute dollar terms,
the U.S. international nondefense R&D position is still consid-
erably more favorable than that of its foreign counterparts; the

40This is not to say that defense-related R&D does not benefit the com-
mercial sector. Unquestionably, technological spillovers have occurred from
defense to the civilian sector. Almost as certainly, however, the benefits are
less than if these same resources had been allocated directly to commercial
R&D activities. Moreover, considerable anecdotal evidence indicates that
the direction of technological flow is now more commonly from commercial
markets to defense applications rather than the reverse.
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Billions of current U.S. dollars

Annual percent change

Annual percent change

NOTES: MER = market exchange rate; PPP = purchasing power parity; 
DM = deutsche mark

Figure 2-29.
Japanese and German R&D expenditures and 
annual changes in R&D estimates
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See appendix tables 2-1, 2-2 and 2-63.
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Between 1982 and 1990, growth in U.S. nondefense R&D
spending was similar to nondefense R&D growth in other
industrial countries (except Japan, where nondefense R&D
expenditure growth was notably faster). As an equivalent per-
centage of the U.S. nondefense R&D total, comparable Japa-
nese spending jumped from 45 percent in 1982 to 55 percent
in 1990. (See appendix table 2-64.) During this period,
Germany’s annual spending equaled 26–29 percent of U.S.
nondefense R&D spending. France’s annual spending during
this same period was equivalent to 17–18 percent of the U.S.
total, and the United Kingdom’s annual spending fluctuated
narrowly between 14 and 16 percent of the U.S. total.

Since 1990, the worldwide slowing in R&D spending and
the subsequent industrial rebound in the U.S. has narrowed
the gap between U.S. nondefense R&D spending and that in
the other G-7 countries. In 1996, the combined nondefense
R&D spending in the six non-U.S. G-7 countries is estimated
at  $173 billion (in constant PPP dollars), compared with $148
billion (constant dollars) in the United States. Japanese and
German nondefense spending relative to U.S. spending de-
clined to 52 and 24 percent, respectively.

Trends in Total R&D/GDP Ratios
One of the most widely used indicators of a country’s com-

mitment to growth in scientific knowledge and technology
development is the ratio of R&D spending to GDP. (See fig-
ure 2-30.) For most of the G-8 countries (that is, the G-7 coun-
tries plus the Russian Federation), the latest R&D/GDP ratio
is no higher now than it was at the start of the 1990s, which
ushered in a period of slow growth or decline in their overall
R&D efforts. The ways in which different countries have
reached their current ratios vary considerably, however.41 The
United States and Japan each reached local peaks—at 2.7 and
2.8 percent, respectively—in 1990–91. As a result of reduced
or level spending by industry and government in both coun-
tries, the R&D/GDP ratios declined several tenths of a per-
centage point, before rising again to 2.7 and 2.9 percent. Growth
in industrial R&D accounted for most of the recovery in each
of these countries. Electrical equipment, telecommunications,
and computer services companies have accounted for some of
the strongest R&D growth since 1995 in the United States. In
Japan, spending increases were highest in the electronics, ma-

United States is not nearly as dominant, however, as when total
R&D expenditures are compared. In 1996 (the latest year for
which comparable international R&D data are available from
most OECD countries), U.S. nondefense R&D was almost
twice that of Japan’s, but the non-U.S. G-7 countries’ combined
nondefense total was 17 percent more than nondefense R&D
expenditures in the United States alone.

41A country’s R&D spending and therefore its R&D/GDP ratio is a func-
tion of several factors in addition to its commitment to supporting the R&D
enterprise. Especially because the majority of R&D is performed by indus-
try in each of these countries, the structure of industrial activity can be a
major determinant of the level and change in a country’s R&D/GDP ratio.
Variations in such spending can result from differences in absolute output,
industrial structure, and R&D intensity. Countries with the same size economy
could have vastly different R&D/GDP ratios depending on the share of in-
dustrial output in the economy, whether the industries that account for the
industrial output are traditional sites of R&D activity (for example, food
processing firms generally do less R&D than do pharmaceutical compa-
nies), and whether individual firms in the same industries devote substantial
resources to R&D or emphasize other activities (that is, firm-specific inten-
sities). For example, economies with high concentrations in manufacturing
(which has traditionally been more R&D intensive than nonmanufacturing
or agricultural economies) have different patterns of R&D spending. See
text table 2-13 for the distribution of industrial R&D performance in the G-
7 countries and Sweden (which has the highest R&D/GDP ratio in the world).
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chinery, and automotive sectors and appear to be associated
mainly with a wave of new digital technologies (IRI 1999). In
addition, Japan’s national government also has contributed to
some of the renewed vigor in Japan’s R&D spending. (See NSF
1997 for a summary of the Japanese government’s intent to
double Japan’s R&D budget.)

By comparison—and with the notable exception of Canada,
for which the R&D/GDP ratio has remained relatively level
since the early 1990s—the other G-8 countries each report
lower R&D shares now than at the beginning of the decade.
The smallest share reductions occurred in Italy, the United
Kingdom, and France (declining about two-tenths of a per-

centage point in each country, to current ratios of 1.0, 1.9,
and 2.3 percent, respectively). In Germany, the R&D/GDP
ratio fell from 2.9 percent at the end of the 1980s, before
reunification, to its current level of 2.4 percent. The end of
the Cold War and collapse of the Soviet Union had a drastic
effect on Russia’s R&D enterprise. R&D spending in Russia
was estimated at 1.4 percent of GDP in 1991; that figure plum-
meted to 0.7 percent in 1992. Moreover, the severity of this
R&D decline is masked somewhat in that while the R&D
share was falling, it also was a declining share of a declining
GDP. By 1997, R&D spending in Russia had inched back to
about 1.0 percent of GDP.

Text table 2–13.
Share of industrial R&D by industry sector for selected countries

United United
Canada Germany France Italy Japan Kingdom Sweden States

1997 1995 1996 1997 1996 1997 1995 1996

Total manufacturing ................................................ 60.9 94.6 87.7 83.6 94.5 80.4 87.5 80.5
Food, beverages & tobacco ............................... 1.1 0.8 1.8 1.2 2.5 1.9 1.2 1.1
Textiles, fur & leather .......................................... 0.6 0.6 0.6 0.4 0.8 0.3 0.2 0.3
Wood, paper, printing, publishing ...................... 1.8 0.5 0.4 0.2 1.2 0.5 3.0 2.0
Coke, ref. petrol. prod. & nucl. fuel .................... 0.9 0.2 1.3 0.6 0.6 3.7 0.3 1.1
Chemicals & chemical products ........................ 8.5 17.9 18.6 13.9 15.8 29.6 16.3 13.0

Chemicals (less Pharmaceuticals) ................... 2.1 13.3 6.3 5.9 9.2 7.1 2.0 6.3
Pharmaceuticals .............................................. 6.3 4.6 12.3 8.0 6.6 22.5 14.3 6.8

Rubber & plastic products ................................. 0.4 1.5 2.5 1.9 2.6 0.6 1.0 1.0
Non-metallic mineral products ........................... 0.1 1.0 1.2 0.3 2.1 0.5 0.5 0.3
Basic metals ....................................................... 1.8 1.0 1.7 1.0 3.5 0.6 1.2 0.5
Fabricated metal products ................................. 0.9 1.4 1.2 2.7 1.5 0.9 1.1 1.1
Machinery eq., instruments & trans. equip. ....... 44.1 69.0 57.7 61.3 63.1 41.5 62.5 59.6
   Machinery, n.e.c. ............................................. 1.9 11.3 4.6 5.3 8.7 5.8 10.8 4.2
   Office, account. & computing machinery ........ 4.1 3.9 2.6 3.7 9.9 1.1 1.4 8.8
   Electrical machinery ........................................ 0.9 7.2 3.4 4.8 10.9 4.4 1.6 2.3
   Electro. equip.(radio, TV & comm.) ................. 23.8 10.0 11.5 19.4 16.1 6.9 19.9 13.2
   Instruments, watches & clocks ....................... 1.2 6.0 9.5 1.8 3.6 3.5 6.9 8.4
   Motor vehicles ................................................. 1.8 21.2 11.9 14.7 12.8 10.1 16.4 11.1
   Other transport equipment .............................. 10.3 9.4 14.3 11.6 1.1 9.8 5.5 11.6

   Aerospace .................................................... 10.3 8.1 13.7 9.7 0.7 9.3 5.1 11.2
   Ships, other transport nec. ........................... 0.1 1.2 0.6 2.0 0.3 0.4 0.5 0.3

Furniture, other manufacturing nec. ................... 0.7 0.6 0.6 0.1 0.8 0.3 0.2 NA
Electricity, gas & water ........................................... 2.6 0.4 3.1 3.0 1.1 1.4 0.9 0.2
Construction ............................................................ 0.2 0.3 0.7 0.3 2.2 0.1 0.5 0.2
Total services ........................................................... 33.5 3.5 6.9 13.1 4.2 17.5 10.0 19.5

Wholesale, retail trade, motor veh. repair etc. ... 6.4 0.1 NA 0.2 NA 0.1 NA 4.4
Hotels & restaurants ........................................... NA NA NA 0.0 NA NA NA 0.2
Transport & storage ............................................ 0.2 0.2 2.9 0.2 0.1 0.1 0.2 0.2
Communications ................................................ 2.1 NA NA 4.1 2.4 5.2 2.5 2.8
Financ. intermediation (inc. insur.) ...................... 5.5 0.1 NA 0.0 NA NA NA 0.9
Real estate, renting & bus. activities .................. 19.3 2.5 3.9 8.4 1.8 12.0 7.1 NA

Computer & related activities .......................... 6.8 0.4 2.3 1.1 1.8 7.4 1.5 5.1
Research & development ................................ 9.6 0.7 NA 5.9 NA 3.5 5.0 3.8
Other business activities nec. ......................... 2.9 1.4 1.6 1.4 NA 1.2 0.6 NA

Comm., soc. & pers. serv. activ.,etc. .................. NA 0.1 NA 0.2 NA 0.1 0.2 NA

NA= Not available separately

NOTE: The underlying OECD detailed data do not sum to 100 percent.

SOURCE:  Organisation for Economic Co-operation and Development (OECD), ANBERD Database (DSTI/EAS Division), 1999.
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Overall, the United States ranked sixth among OECD coun-
tries in terms of reported R&D/GDP ratios for the 1995–97 pe-
riod. (See text table 2-14.) Sweden leads all countries with 3.9
percent of its GDP devoted to R&D—followed by Japan and South
Korea (2.9 percent); Finland (2.8 percent); and Switzerland (2.7
percent). In general, southern and eastern European countries tend
to have R&D/GDP ratios below 1.5 percent, whereas northern
European nations and non-European OECD countries report R&D
spending shares above 1.5 percent.

Nondefense R&D/GDP Ratios

Compared with total R&D/GDP ratios, the relative posi-
tion of the United States is slightly less favorable if only non-
defense R&D is considered. Japan’s nondefense R&D/GDP

Text table 2–14.
R&D as a percentage of gross domestic product

Sweden 3.85 Russian Federation 0.95
Japan 2.92 Venezuela 0.89
South Korea 2.89 Spain 0.86
Finland 2.78 Brazil (1996) 0.76
Switzerland (1996) 2.74 Poland 0.76
United States 2.60 Hungary 0.73
Germany 2.31 Cuba 0.70
Israel 2.30 South Africa 0.69
France 2.23 China 0.65
Netherlands (1996) 2.09 Portugal 0.65
Denmark 2.03 Chile 0.64
China (Taipei) 1.92 Indonesia (1995) 0.50
United Kingdom 1.87 Greece (1993) 0.48
Australia (1996) 1.68 Turkey (1996) 0.45
Norway 1.68 Uruguay 0.42
Canada 1.60 Colombia 0.41
Belguim (1995) 1.58 Argentina 0.38
Iceland 1.56 Panama 0.38
Austria 1.52 Malaysia (1994) 0.34
Singapore 1.47 Bolivia (1996) 0.33
Ireland 1.43 Mexico 0.42
Czech Republic 1.19 The Philippines (1992) 0.21
Slovak Republic 1.18 Thailand (1996) 0.12
Costa Rica (1996) 1.13 Hong Kong (1996) 0.10
New Zealand 1.10 Ecuador (1996) 0.08
Italy 1.08

NOTES: Unless noted otherwise, data are for 1997.
Data for Israeli and China (Taipei) include nondefense R&D only.

Total OECD 2.17
North America 2.36
European Union 1.84

SOURCES: Organisation for Economic Co-operation and Develop-
ment (OECD 1999), Centre for Science Research and Statistics
(CSRS 1999), Red Iberomericana de Indicatores de Ciencia y
Tecnologia (RICYT 1998), Israel Central Bureau of Statistics (1998),
South Africa FRD (1998), National Science Council (1998), and Pacific
Economic Cooperation Council (PECC 1997).
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ratio (2.8 percent) exceeded that of the United States (2.1
percent) in 1996, as it has for years. (See figure 2-30 and
appendix table 2-64.) The nondefense R&D ratio of Germany
(2.2 percent) slightly exceeded that of the United States (again,
in contrast to total R&D). The 1996 nondefense ratio for
France (2.0 percent) was slightly below the U.S. ratio; those
for the United Kingdom (1.7 percent), Canada (1.6 percent),
and Italy (1.0 percent) were much lower. The most recent non-
defense R&D/GDP ratio for Russia was a 0.6 percent share
in 1994.

Consistent with overall R&D funding trends, however, the
U.S. nondefense R&D/GDP ratio has been improving rela-
tive to each of the G-8 countries since 1994, when ratios re-
ported for Japan and Germany exceeded that for the United
States. France also reported devoting more of its economic
output to nondefense R&D activities than did the United
States, and the relative ratio of U.K. nondefense R&D spend-
ing to GDP was about equal to that in the United States. Led
by industry’s investments in research and predominantly de-

Percent

Figure 2-30.
R&D as a percentage of GDP, G-8 countries
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The introduction of a market economy to Russia brought
about drastic economic restructuring, including a sharp decline
in the dominance of state-owned enterprises and a 25 percent
shrinkage in real GDP in just two years (IMF 1998). These
trends, in turn, brought about major R&D downsizing; real
R&D expenditures in 1992 collapsed to only 30 percent of the
inflation-adjusted levels reported for 1990 (CSRS 1999). That
is, real spending on R&D fell 70 percent with a resultant R&D/
GDP ratio of about 0.7 percent. (See text table 2-15.) Reflect-
ing the lack of core budgets, between 1990 and 1992 entire
research institutes closed—including many well-equipped labo-
ratories of the former military-industrial complex—and an es-
timated 19 percent of all researchers left their government R&D
laboratories for the commercial sector or retirement or for other
reasons, including emigration.45

Between 1992 and 1995, Russian R&D spending continued
to deteriorate, though at a slower pace, falling 25 percent in real
terms (for a total decrease of 78 percent since the start of the
decade) (CSRS 1999; OECD 1998b). The rate at which research-
ers left their labs accelerated, however; the number of research-
ers at government facilities declined 39 percent during the
1992–95 period, reflecting the effect of low and unpaid salaries,
declining budgets for capital and research equipment, and gen-
erally inhospitable working conditions.

In terms of R&D spending, the situation in Russia has im-
proved slightly since 1995. Fueled by government and industrial
spending, growth in R&D exceeded inflation in 1996 and 1997.
Similarly, funds from foreign sources (including funding from

velopment spending, the U.S. nondefense R&D/GDP ratio
now matches or exceeds each of the world’s other major R&D
performing countries (except Japan).

Emerging Countries’  R&D Investments
Outside the European region, R&D spending has intensi-

fied considerably since the early 1990s. Several Asian coun-
tries—most notably South Korea and China—have been
particularly aggressive in expanding their support for R&D
and S&T-based development.42 In Latin America and the Pa-
cific region, other non-OECD countries also have attempted
to substantially increase R&D investments during the past
several years (APEC/PECC 1997; RICYT 1998).43

Even with recent gains, however, most non-European (non-
OECD) countries invest a smaller share of their economic
output on R&D than do OECD members (with the exception
of Israel—whose reported 2.3 percent nondefense R&D/GDP
ratio ranks eighth in the world). With the apparent exception
of Costa Rica, all Latin American countries for which such
data are available report R&D/GDP ratios below 1 percent.
(See text table 2-14.) This distribution is consistent with
broader indicators of economic growth and wealth. However,
many of these countries also report additional S&T-related
expenditures on human resources training and S&T infrastruc-
ture development that are not captured in R&D and R&D/
GDP data (RICYT 1998).

R&D in the Russian Federation in Transition
As recently as 1990, R&D accounted for about 2 percent of

the Soviet Union’s GDP, with about 40 percent of that amount
expended on defense-related activities (Gohkberg, Peck, and
Gacs 1997).44 Indeed, the most advanced aspects of Soviet R&D
efforts were undertaken in state-owned enterprises devoted to
national security; much of the remaining R&D was performed
in other large public industrial institutions in applied research
fields that overlapped defense concerns. Most of the basic re-
search was and continues to be in the physical sciences and
engineering fields.

42Also see NSF (1993) and NSF (1995) for a discussion of S&T trends in
several Asian countries. See NSF (1996) for information on growth in S&T
activities in Europe.

43In addition to expanding their R&D investments, an increasing number of
countries worldwide have expended considerable efforts to collect and publish
science and technology (including R&D) statistics that are internationally com-
parable. One such effort is coordinated by the Iberoamerican Network of Sci-
ence and Technology Indicators (RICYT). The Network aims to design, collect,
and publish S&T indicators, as well as to train professionals specialized in
these subjects (Albornoz and Poluch 1999). Together with assistance from the
Organization of American States (OAS) and the Iberoamerican Program on
Science and Technology for Development, RICYT has published several S&T
indicator reports (available at <<http://www.unq.edu.ar/ricyt>>). The Network
has the participation of all countries in the Americas, as well as that of Spain
and Portugal. Similar efforts have been underway for Pacific-based econo-
mies that are members of the Asia-Pacific Economic Cooperation (APEC)
and the Pacific Economic Cooperation Council (PECC).

44R&D data for the Russian Federation are taken from Centre for Science
Research and Statistics surveys designed to collect such statistics in accor-
dance with OECD international standards.

45Other former communist countries have experienced similar patterns of
initial decline and restructuring in their R&D enterprise. In the transition
toward market economies, however, the pattern has varied considerably among
countries, reflecting the diversity of their economic and social histories and
experiences (e.g., business orientation, technological openness, and role of
higher education). For a review of country-specific differences and recent
developments in Hungary, Poland, the Czech Republic, Slovakia, Romania,
and Russia, see Radosevic and Auriol (1999).

Text table 2–15.
Indicators of R&D in the Russian Federation

R&D
(Billions of R&D/ Total* Researchers Technicians

1989 rubles) GDP                  (thousands)

1990 .... 10.898 2.03 1,943 993 235
1991 .... 7.290 1.43 1,678 879 201
1992 .... 3.225 0.74 1,533 804 181
1993 .... 3.055 0.77 1,315 645 134
1994 .... 2.930 0.84 1,106 525 116
1995 .... 2.446 0.77 1,061 519 101
1996 .... 2.603 0.88 991 485 88
1997 .... 2.797 0.95 935 455 80

* Includes science and engineering researchers, technicians, and
other supporting staff.

SOURCE: Center for Science Research and Statistics (CSRS) Russian
Science and Technology at a Glance: 1998 (Moscow: CSRS, 1999)
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the European Union and the U.S. Civilian Research Foundation,
among others) tripled between 1995 and 1997 and now account
for 7 percent of domestic R&D spending in Russia (CSRS 1999).
In spite of these recent gains, real R&D spending remains 13
percent below the levels reported for 1992 and 75 percent below
the estimated levels at the beginning of the decade. Furthermore,
the outflow of researchers from such activities is still an impor-
tant concern, as is the belief that the younger generation is not
choosing science and engineering careers to the same extent as
previously. Between 1995 and 1997, an estimated 65,000 scien-
tists and engineers left their R&D work, resulting in a researcher
workforce level (455,000) that was less than half of the esti-
mated 1990 level (993,000).

International R&D by Performer,
Source, and Character of Work

Performing Sectors
The industrial sector dominates R&D performance in each

of the G-7 countries. (See figure 2-31.) Industry performance
shares for the 1996–98 period ranged from a little more than
70 percent in the United States and Japan to less than 54 per-
cent in Italy. Industry’s share was between 60 and 70 percent
in Germany, France, the United Kingdom, and Canada.46 Most
of the industrial R&D performance in these countries was
funded by industry. Government’s share of funding for indus-
try R&D performance ranged from as little as 1 percent in
Japan to 15 percent in the United States. (See appendix table
2-65.) By comparison, industry performance in Russia ac-

counted for a 66 percent share of the total. However, govern-
ment was the source of half of these funds (as contrasted with
government’s 15 percent or smaller shares in the G-7 coun-
tries), and industry itself funded just 40 percent of the Rus-
sian industrial R&D performance total.47

In most of these countries, the academic sector was the next-
largest R&D performer (at about 12 to 25 percent of the perfor-
mance total in each country).48 Academia often is the primary
location of research (as opposed to R&D) activities, however.
Government was the second-largest R&D performing sector in
France (which included spending in some sizeable government
laboratories) and the U.S. (which includes FFRDCs), as it was in
Russia (accounting for 28 percent of that nation’s R&D effort).
By comparison, government’s R&D performance share was
smallest in Japan, at about 10 percent of the country’s total.

Sources of Funds
Industry R&D Funding

Consistent with the fact that the industrial sector performs
most of these countries’ R&D activities, it provides the great-
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Figure 2-31.
R&D expenditures, by country, performer, and source: 1996–98

NOTE:  Foreign performers are included in the "industry" and "other domestic" performing sectors. 
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See appendix table 2-65.

46See text table 2-13 for the distribution of industrial R&D performance
in the G-7 countries and Sweden. For detailed data on industry-specific R&D
activities in other OECD countries, see OECD 1999b.

47Although the economic structure of the Russian system still differs con-
siderably from that of the G-7 countries, these data were compiled and ad-
justed by the Russian R&D statistics organization, CSRS (1999), according
to OECD sector categories to allow international comparison.

48The national totals for Europe, Canada, and Japan include the research
component of general university funds (GUF) block grants—not to be con-
fused with basic research—provided by all levels of government to the aca-
demic sector. Therefore, at least conceptually, the totals include academia’s
separately budgeted research and research undertaken as part of university
departmental R&D activities. In the United States, the Federal Government
generally does not provide research support through a GUF equivalent, pre-
ferring instead to support specific, separately budgeted R&D projects. On
the other hand, a fair amount of state government funding probably does
support departmental research at public universities in the United States.
Data on departmental research, considered an integral part of instructional
programs, generally are not maintained by universities. U.S. totals may thus
be underestimated relative to the R&D effort reported for other countries.
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est proportion of financial support for R&D in the G-7. Shares
for this sector, however, differed from one country to another.
Industry provided more than 70 percent of R&D funds in Ja-
pan; 64 percent in Germany; 55 percent in the United States;
and between 44 and 49 percent in the United Kingdom, Italy,
France, and Canada. In Russia, industry provided about 30
percent of the nation’s R&D funding; government provided the
largest share (61 percent of the country’s 1997 R&D total). In
most of these countries (except Russia and Italy, where it was
largest), government was the second-largest source of R&D
funding. In each of these eight countries, government provided
the largest share of the funds for academic R&D performance.

Declining Government R&D
The most notable trend among the G-7 countries, however,

has been the relative decline in government R&D funding in
the 1990s. Indeed, this pattern of reduced governmental R&D
support is apparent throughout the OECD, and especially in
European countries (Caracostas and Muldur 1998). In 1997,
roughly one-third of all R&D funds were derived from govern-
ment sources—down considerably from the 45 percent share
reported 16 years earlier. (See text table 2-16.) Among all OECD
countries, government accounts for the highest funding share
in Portugal (68 percent of its 1997 R&D total) and the lowest
share in Japan (19 percent in 1996). Part of the relative decline
reflects the effects of budgetary constraints, economic pres-
sures, and changing priorities in government funding (espe-
cially the relative reduction in defense R&D in several of the
major R&D-performing countries—notably France, the United
Kingdom, and the United States). Part reflects the absolute
growth in industrial R&D funding as a response to increasing
international competitive pressures in the marketplace, irre-
spective of government R&D spending patterns—thereby in-
creasing the relative share of industry’s funding vis-á-vis
government’s. Both of these considerations are reflected in fund-

ing patterns for industrial R&D performance alone: In 1981,
government provided 23 percent of the funds used by industry
in the conduct of R&D within OECD countries, whereas by
1997 government’s share of the industry R&D total had fallen
by more than half, to 10 percent of the total. In most OECD
countries (as in the U.S.), government support to business R&D
is skewed toward large firms (OECD 1999a).

Rising Foreign R&D
The R&D funding share represented by funds from abroad

ranged from as little as 0.1 percent in Japan to more than 16
percent in the United Kingdom. Foreign funding—predomi-
nantly from industry for R&D performed by industry—is an
important and growing funding source in several countries
and reflects the increasing globalization of industrial R&D
activities overall. Although the growth pattern of foreign fund-
ing has seldom been smooth, it now accounts for more than
20 percent of industry’s domestic performance totals in
Canada and the United Kingdom and approximately 10 per-
cent of industry R&D performed in France and Italy. (See
figure 2-32.) Such funding takes on even greater importance
in many of the smaller OECD countries, as well as in less
industrialized countries (OECD 1999d). In the United States,
approximately 8 percent of funds spent on industry R&D per-
formance in 1996 are estimated to have come from majority-
owned affiliates of foreign firms investing domestically. This
amount was considerably more than the 3 percent funding
share provided by foreign firms in 1980.49

Text table 2–16.
Sources of total and industry R&D performed in
OECD countries, selected years
(Percent)

1981 1986 1991 1997

OECD total R&D financed by
   Industry ................................. 51.2 54.1 58.7 62.3
   Government .......................... 45.0 42.0 35.8 31.4
   Other domestic sources ........ 2.5 2.4 3.4 3.8
   Foreign sources .................... 1.3 1.5 2.1 2.5
OECD industry R&D financed by
   Government .......................... 22.6 21.8 15.0 10.2
   Industry and other sources ... 77.4 78.2 85.0 89.8

NOTE:  Includes all countries that were members of the OECD in the
year reported, therefore the number of countries included may differ
from one year to the next.

SOURCE: OECD Main Science and Technology Indicators Database
(April 1999).
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Figure 2-32.
Proportion of industrial R&D expenditures financed
from foreign sources
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See appendix table 2-72.
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49Unlike for other countries, there are no data on foreign sources of U.S.
R&D performance. The figures used here to approximate foreign involve-
ment are derived from the estimated percentage of U.S. industrial perfor-
mance undertaken by majority-owned (i.e., 50 percent or more) nonbank
U.S. affiliates of foreign companies. In short, the U.S. foreign R&D totals
represent industry funding based on foreign ownership regardless of origi-
nating source, whereas the foreign totals for other countries represent flows
of foreign funds from outside the country to any of its domestic performers.
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Character of R&D Effort
Not all of the G-8 countries categorize their R&D expen-

ditures into character of work classifications (that is, basic
research, applied research, or development), and for several
countries that do utilize this taxonomy, the data are some-
what dated (OECD 1999c). Nonetheless, where these data
exist, they are indicative of the relative emphasis that a coun-
try places on supporting fundamental scientific activities—
the seed corn of economic growth and technological
advancement.

The United States expends about 17 percent of its R&D
on activities that performers classify as basic research. (See
figure 2-33.) Much of this research is funded by the Federal
Government and is performed in the academic sector. The
largest share of this basic research effort is in support of the
life sciences.

Basic research accounts for a similar portion (18 percent)
of the R&D total in the Russian Federation. In comparison
with U.S. patterns, however, a considerably greater share is
for engineering research activities. In Japan, a comparatively
smaller amount (12 percent) of the national R&D performance
effort is for basic research, but as in Russia engineering fields
receive the largest share of these funds. Conversely, basic re-
search accounts for more than 20 percent of total R&D per-

formance reported in Italy, France, and Germany. Further-
more, basic research would likely account for a similar share
of the United Kingdom’s R&D were these data available and
published for the academic and nonprofit sectors—traditional
locations for basic research activities. Except in Italy (where
applied research was dominant), development activities ac-
counted for the largest share of national totals, with most of
the experimental development work underway in their respec-
tive industrial sectors.

International Comparisons of
Government R&D Priorities

The downturn in R&D growth within OECD countries has
been disproportionately caused by flat or declining govern-
ment funding of R&D since the late 1980s. These develop-
ments reflect and add to worldwide R&D landscape changes
that present a variety of new challenges and opportunities.
The following sections highlight government R&D funding
priorities in several of the larger R&D-performing nations,
summarize broad policy trends, and detail indirect support
for research that governments offer their domestic industries
through the tax code.

Funding Priorities by National Objective

 A breakdown of public expenditures by major socioeco-
nomic objectives provides insight into governmental priori-
ties, which differ considerably across countries.50 In the United
States, 54 percent of the government’s $74 billion R&D in-
vestment during 1998 was devoted to national defense. This
share compares with the 38 percent defense share in the United
Kingdom (of an $9 billion government total); 28 percent in
France (of $13 billion); and 10 percent or less each in Ger-
many, Italy, Canada, and Japan. (See figure 2-34 and appen-
dix table 2-66.) These recent figures represent substantial
cutbacks in defense R&D in the United States, the United
Kingdom, and France—where defense accounted for 63 per-
cent, 44 percent, and 40 percent of government R&D fund-
ing, respectively, in 1990. However, defense-related R&D also
seems particularly difficult to account for in many countries’
national statistics. (See sidebar, “Accounting for Defense
R&D: Gap Between Performer- and Source-Reported Expen-
ditures.”)

Percent

Figure 2-33.
Distribution of R&D by character of work, in 
selected G-8 countries

NOTES:  The character of work for 6 percent of Japan's R&D is 
unknown. The U.K splits are for industrial and government performers 
only. R&D character of work data for the higher education and 
nonprofit sectors (21 percent of the national total) are unavailable. For 
Germany, 21 percent of its 1993 R&D was basic research; the rest 
was undistributed.  Canada does not report any of these data. 
Because of rounding, detail may not sum to totals.
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50Data on the socioeconomic objectives of R&D funding are rarely ob-
tained by special surveys; they are generally extracted in some way from
national budgets. Because those budgets already have their own methodol-
ogy and terminology, these R&D funding data are subject to comparability
constraints not placed on other types of international R&D data sets. Nota-
bly, although each country adheres to the same criteria for distributing their
R&D by objective—as outlined in OECD’s Frascati Manual (OECD 1994)—
the actual classification may differ among countries because of differences
in the primary objective of the various funding agents. Note also that these
data reflect government R&D funds only, which account for widely diver-
gent shares and absolute amounts of each country’s R&D total.
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International Nondefense Functions
Japanese, German, and Italian government R&D appro-

priations in 1997 were invested relatively heavily (48 percent
or more of the $18 billion total for Japan, 54 percent of
Germany’s $16 billion total, 60 percent of the $6 billion total
in Italy) in advancement of knowledge—that is, combined
support for advancement of research and general university
funds (GUF). Indeed, the GUF component of advancement
of knowledge—for which there is no comparable counterpart
in the United States—represents the largest part of govern-
ment R&D expenditure in most OECD countries.51

The emphasis on health-related research is much more
pronounced in the United States than in other countries. This
emphasis is especially notable in the support of life sciences
in academic and similar institutions. In 1998, the U.S. gov-
ernment devoted 19 percent of its R&D investment to health-
related R&D, making such activities second only to defense.
(Direct comparisons between health and defense R&D are
complicated because most of the health-related R&D is re-
search, whereas about 90 percent of defense R&D is devel-
opment.) By comparison, health R&D support ranges between
9 and 15 percent of total spending in the governmental R&D
budgets of the United Kingdom, Italy, and Canada.

Different activities were emphasized in other countries’
governmental R&D support statistics. Japan committed 20
percent of governmental R&D support to energy-related ac-
tivities, reflecting the country’s historical concern about its
high dependence on foreign sources of energy. In Canada, 12
percent of the government’s $3 billion in R&D funding was
directed toward agriculture. Space R&D received consider-
able support in the United States and France (11 percent of
the total in each country), whereas industrial development
accounted for 9 percent or more of governmental R&D fund-
ing in Germany, Italy, and Canada. Industrial development
programs accounted for 7 percent of the Japanese total but
just 0.5 percent of U.S. R&D. The latter figure is understated
relative to other countries as a result of data compilation dif-
ferences.

Science & Engineering Indicators – 2000

Percent

Figure 2-34.
Government R&D support, by country and socioeconomic objective: 1997–98

NOTES: R&D is classified according to its primary government objective, although it may support any number of complementary goals. For example, 
defense R&D with commercial spinoffs is classified as supporting defense, not industrial development. R&D for the advancement of knowledge is not 
equivalent to basic research.
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See appendix table 2-66.

51In the United States, “advancement of knowledge” is a budgetary cat-
egory for research unrelated to a specific national objective. Furthermore,
whereas GUF is reported separately for Japan, Canada, and European coun-
tries, the United States does not have an equivalent GUF category: Funds to
the university sector are distributed to address the objectives of the Federal
agencies that provide the R&D funds. Nor is GUF equivalent to basic re-
search. The treatment of GUF is one of the major areas of difficulty in mak-
ing international R&D comparisons. In many countries, governments support
academic research primarily through large block grants that are used at the
discretion of each individual higher education institution to cover adminis-
trative, teaching, and research costs. Only the R&D component of GUF is
included in national R&D statistics, but problems arise in identifying the
amount of the R&D component and the objective of the research.

Government GUF support is in addition to support provided in the form
of earmarked, directed, or project-specific grants and contracts (funds for
which can be assigned to specific socioeconomic categories). In the United
States, the Federal Government (although not necessarily state governments)
is much more directly involved in choosing which academic research projects
are supported than national governments in Europe and elsewhere. Thus,
these socioeconomic data are indicative not only of relative international
funding priorities but also of funding mechanisms and philosophies regard-
ing the best methods for financing research. For 1997, the GUF portion of
total national governmental R&D support was 47 percent in Italy, about 38
percent in Japan and Germany, and just under 20 percent in the United King-
dom, Canada, and France.
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In many OECD countries, including the United
States, total government R&D support figures reported
by government agencies differ substantially from those
reported by performers of R&D work. Consistent with
international guidance and standards (OECD 1994),
however, most countries’ national R&D expenditure to-
tals and time series are based primarily on data reported
by performers. This convention is preferred because
performers are in the best position to indicate how much
they spent in the actual conduct of R&D in a given year
and to identify the source of their funds. Although there
are many reasons to expect funding and performing se-
ries to differ—such as different bases used for report-
ing government obligations (f iscal year) and
performance expenditures (calendar year)—the gap be-
tween the two R&D series has widened during the past
several years. Additionally, the divergence in the series
is most pronounced in countries with relatively large
defense R&D expenditures.

For the United States, the reporting gap has become
particularly acute over the past several years. In the mid-
1980s, performer-reported Federal R&D exceeded Fed-
eral reports by $3 to $4 billion annually—5 to 10 percent
of the government total. This pattern reversed itself to-
ward the end of the decade; in 1989 government-re-
ported R&D total exceeded performer reports by $1
billion. The gap has since grown to about $5 billion. In
other words, about 7 percent of the government total in
the late 1990s is unaccounted for in performer surveys.
(See figure 2-35.)

The difference in Federal R&D totals is primarily in
DOD development funding of industry (primarily air-
craft and missile firms). For 1997, Federal agencies re-
ported $31.4 billion in total R&D obligations provided
to industrial performers, compared with an estimated
$21.8 billion in Federal funding reported by industrial
performers. (DOD reports industry R&D funding of
$24.2 billion, whereas industry reports using $12.6 bil-
lion of DOD’s R&D funds.) Overall, industry-wide es-
timates equate to a 31 percent paper “loss” of Federally
reported R&D support. (See figure 2-35.)

To investigate causal factors for the reporting gap,
NSF—working with DOD contract-specific data—con-
ducted on-site interviews with carefully selected com-
panies that perform Federal R&D for DOD. Companies

were asked about their R&D activities, data collection
and reporting methods, and subcontracting practices.
They also were asked to volunteer information about
other factors that might influence the growing report-
ing difference. On the basis of these interviews and
supplemental data analyses, the following factors ap-
pear to contribute most to the observed data gap.

Shifts in the composition of R&D, test, and evalua-
tion (RDT&E) contracts during the past 10 years—
since the end of the Cold War—introduced numerous
changes in DOD’s budgeting choices. Between 1991
(the last year that Federal funding and performing to-
tals were relatively close) and 1998, DOD procurement
spending (in inflation-adjusted terms) fell by 50 per-
cent, whereas RDT&E spending declined by a relatively
modest 7 percent. Concurrently, the proportion of
DOD’s RDT&E funding of traditional R&D program
activities such as missile and space systems, tanks,
ships, and other weapons systems has decreased; fund-
ing of more generalized technical, analytical and pro-
fessional service contracts has increased. This trend has
been accompanied by the emergence of new, nontradi-
tional contractors (including large communication car-
riers and small high-technology f irms) and f irms
specializing in program support activities within the
DOD-funded R&D-performing industrial sector. Con-
sequently, an increasing share of what DOD now funds,
and therefore reports as R&D, is not necessarily per-
ceived as R&D by industry performers. Industry rep-
resentatives also mentioned signif icant changes in
DOD’s overall budget environment whereby RDT&E
funds are now used to update military equipment un-
der an emerging procurement management concept
called “repeated R&D,” whereby new technology is be-
ing incorporated on an ongoing basis into military sys-
tems. The effect is that RDT&E appropriations are now
funding activities that could have been considered pro-
duction 10 years ago. In short, there has been a change
in what constitutes the R&D activity that is not simi-
larly captured from Federal and industry respondents.

As a result of major changes in DOD’s efforts to
streamline its procurement environment and practices,
the use of large, flexible, multiyear, multi-agency, in-
definite order-type contract vehicles has become in-
creasingly common. These contracts, which can be used

Accounting for Defense R&D: Gap Between
Performer- and Source-Reported Expenditures
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by nearly every Federal agency, significantly reduce
administrative and procurement actions needed to ac-
quire services and technical support from previously
selected contractors. They also have very high fund-
ing “ceilings” that allow government agencies to or-
der tasks as needed. These contract vehicle
characteristics tend to hide the ultimate funding
source for particular activities and confuse the origi-
nal “color of money” (i.e., the nature of the originat-
ing appropriation accounts). The effects of these
procurement reforms were widespread in 1992 and
1993.

Finally, the consolidation of the defense and aero-
space R&D business (see figure 4-10 in NSB 1998),
as well as other corporate mergers and acquisitions,
has considerably complicated industries’ tracking of
defense-related R&D. Few f irms (especially ex-
tremely large, diversif ied companies) maintain
award-specific data on R&D contracts for their many
subsidiaries. Consequently, R&D-intensive activities
of acquired firms may not be visible at corporate

Science & Engineering Indicators – 2000

Figure 2-35.
Difference in U.S. performer-reported versus agency-reported Federal R&D

NOTE:  Difference is defined as the percentage of federally reported R&D.
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See appendix table 2-59.

headquarters responding to national R&D surveys. This
reporting problem is magnified with recent growth in
R&D outsourcing. In such circumstances, the subcon-
tracted (“routine technical service”) activity often is
performed by companies with only scant knowledge
of the original funding source and perhaps even less
knowledge on the overall DOD R&D objective to which
their work is contributing.

The relative importance of these considerations in
quantifying these data differences is unknown. Clearly,
however, a variety of factors affect the collection of con-
sistently reported R&D data from performers and funders.
A similar mismatching of Federal R&D to academia as
reported by universities and Federal agencies is now ap-
pearing in the data series. In this instance, however, to-
tals reported by universities exceed those reported by
Federal respondents. Indeed, other countries also have
difficulty tracking and matching performer and source
data (see NSB 1998)—indicative of the transitional
changes affecting the S&E enterprise globally.
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International Comparisons of
Government R&D Tax Policies

In most OECD countries, government not only provides
direct financial support for R&D activities but also uses indi-
rect mechanisms such as tax relief to promote national invest-
ment in science and technology. Indeed, tax treatment of R&D
in OECD countries is broadly similar, with some variations in
the use of R&D tax credits (OECD 1996, 1999a). The follow-
ing are the main features of the R&D tax instruments:

� Almost all countries (including the United States) allow
industry R&D expenditures to be 100 percent deducted
from taxable income in the year they are incurred.

� In most countries, R&D expenditures can by carried for-
ward or deducted for 3 to 10 years. (In the United States,
there is a 3-year carry-forward on R&D expenditures and
a 15-year carry-forward on R&D capital assets.)

� About half the countries (including the United States; see
“U.S. Federal and State R&D Tax Credits”) provide some
type of additional R&D tax credit or incentive, with a trend
toward using incremental credits. A few countries also use
more targeted approaches, such as those favoring basic
research.

� Several countries have special provisions that favor R&D
in small and medium-size enterprises. (In the United States,
credit provisions do little to help small start-up firms, but
more direct Federal R&D support is provided through
grants to small firms. See “Federal Support for Small Busi-
ness R&D.”)

� A growing number of R&D tax incentives are being of-
fered at the subnational (provincial and state) levels, in-
cluding in the United States (see “U.S. Federal and State
R&D Tax Credits”).52

International Public- and Private-Sector
R&D and Technology Cooperation

Particularly in light of recent advances in information and
communication technologies, international boundaries have
become considerably less important in structuring the con-
duct of R&D and the use of research collaborations. Indica-
tors of R&D globalization illustrate these R&D landscape
changes for each of the R&D-performing sectors. Growth in
international academic research collaboration is exhibited by
the substantial increase in international co-authorship trends.
(See chapter 6.) Extensive global growth in public-sector and
industrial R&D activities is detailed below.

Public-Sector Collaboration
The rapid rise in international cooperation has spawned

activities that now account more than 10 percent of govern-
ment R&D expenditures in some countries. A significant share
of these international efforts results from collaboration in

scientific research involving extremely large “megascience”
projects. Such developments reflect scientific and budgetary
realities: Excellent science is not the domain of any single
country, and many scientific problems involve major instru-
mentation and facility costs that appear much more afford-
able when cost-sharing arrangements are in place.
Additionally, some scientific problems are so complex and
geographically expansive that they simply require an interna-
tional effort.53 As a result of these concerns and issues, an
increasing number of S&T-related international agreements
have been forged between the U.S. government and its for-
eign counterparts during the past decade.

U.S. Government’ s Use of
International S&T Agreements

International governmental collaboration in S&T and R&D
activities appears to be a growing phenomenon. There are
few sources of systematic information on government-to-gov-
ernment cooperative activities, however. A report by the U.S.
General Accounting Office (GAO 1999) provides a snapshot
of seven Federal agencies’ international S&T agreements that
were active during FY 1997. The GAO accounting is only for
official, formal agreements and therefore provides a lower-
bound estimate of the number of governmental global S&T
collaborations. Most international cooperation is continuous
and ongoing and takes place outside the framework of offi-
cial, formal agreements. Nonetheless, the GAO study found
that these seven agencies—DOE, NASA, NIH, NIST, the
National Oceanographic and Atmospheric Administration
(NOAA), NSF, and the Department of State—participated in
575 such agreements with 57 countries, 8 international orga-
nizations, and 10 groups of organizations or countries. Fifty-
four of these agreements were broad-based bilateral
arrangements between the U.S. government and governments
of foreign countries—commonly referred to as “umbrella”
or “framework” agreements. The remaining 521 agreements
were bilateral agreements between research agencies and their
counterparts in foreign governments and international orga-
nizations (381) or multilateral agreements (140) to conduct
international cooperative research, provide technical support,
or share data or equipment.

Generally, such agreements—which are indicative of gov-
ernment interest to cooperate internationally in R&D—have
no associated budget authority. Nor is there a system in place
to link international S&T agreements with actual spending on
cooperative R&D. According to a study by the Rand Corpora-
tion, the U.S. government spent $3.3 billion on R&D projects
involving international cooperation in FY 1995 (which may or
may not have been associated with international S&T agree-
ments) and an additional $1.5 billion on non-R&D activities
associated with international S&T agreements (Wagner 1997).

52See also Poterba (1997) for a discussion of international elements of
corporate R&D tax policies.

53See OECD (1993 and 1998c) Megascience Forum publications for a
concise summary of the history, concepts, and issues behind mega-projects
and megascience activities. Additionally, Georghiou (1998) provides a thor-
ough discussion on current global facilities in big science and the emer-
gence of global cooperative programs among governments.
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Text table 2–17.
Total and bilateral international S&T agreements, by selected agency and country: FY 1997

Total Energy NASA NIH NIST NOAA NSF State

Total .................................... 575 257 127 44 56 32 26 33
Multilateral ........................ 140 107 15 1 7 7 3 0
Bilaterala ........................... 435 150 112 43 49 25 23 33

Asia ..................................... 151 56 31 13 24 10 10 7
Japan ............................... 78 28 26 4 13 2 4 1
China ................................ 30 20 0 3 1 2 3 1
Korea ................................ 20 7 0 2 7 1 2 1
Other ................................ 23 1 5 4 3 5 1 4

Europe ................................. 150 48 37 16 11 7 13 18
Russia ............................... 38 16 8 4 5 1 3 1
France .............................. 21 9 6 1 0 4 1 0
Germany ........................... 15 1 8 3 0 0 3 0
United Kingdom. .............. 11 5 3 1 0 1 1 0
Italy. .................................. 11 2 4 3 1 0 0 1
Other. ................................ 54 15 8 4 5 1 5 16

South & Central
America ............................ 48 22 13 2 6 1 0 4
Venezuela ......................... 15 12 0 1 1 0 0 1
Brazil ................................ 12 3 6 0 1 1 0 1
Argentina .......................... 10 3 4 0 2 0 0 1
Chile ................................. 8 2 3 1 1 0 0 1
Other ................................ 3 2 0 0 1 0 0 0

North America ..................... 34 8 14 4 4 3 0 1
Canada ............................. 25 5 14 1 3 2 0 0
Mexico .............................. 9 3 0 3 1 1 0 1

South Pacific ....................... 24 8 11 2 1 1 0 1
Australia ........................... 16 5 9 1 0 1 0 0
Other ................................ 8 3 2 1 1 0 0 1

Africa ................................... 15 6 2 2 2 1 0 2
South Africa ...................... 9 3 2 1 1 1 0 1
Other ................................ 6 3 0 1 1 0 0 1

Middle East ......................... 13 2 4 4 1 2 0 0
Israel ................................. 8 1 4 3 0 0 0 0
Other ................................ 5 1 0 1 1 2 0 0

NOTES: These are official international science and technology agreements only. Bilateral agreements between the Department of State and other
countries are broad government-level agreements.  In some cases, they provide the formal framework for establishing bilateral agreements detailed in the
table. The GAO source report included Russia in its Asia counts; Russia is included here in the Europe totals.

a Country counts include bilateral agreements only.

SOURCE: Government Accounting Office. 1999. Federal Research: Information on International Science and Technology Agreements. GAO/RCED –
99-108. Washington, DC: GAO.
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Among the seven agencies that GAO reviewed, DOE par-
ticipated in the largest number of official international S&T
agreements (257, or 45 percent of the 575 total). (See text
table 2-17.) This total included almost 100 multilateral agree-
ments with the International Energy Agency (IEA), which
represents the United States and 23 other countries with com-
mon scientific interests and priorities. NASA was second
among the seven agencies in terms of participation in total
international S&T agreements (127, including 15 multilat-
eral agreements with the European Space Agency).

In addition to the 140 multilateral agreements, these seven
agencies participated in bilateral S&T agreements with coun-
tries from almost every region of the world. In terms of the
sheer numbers, U.S. agencies were most active in their par-

ticipation with Japan (78): DOE and NASA reported the larg-
est number of their bilateral S&T agreements with that coun-
try. After Japan, U.S. S&T agreements were most commonly
reported with Russia (38), China (30), and Canada (25). DOE
reported more agreements with Russia and China than did
any other agency; NASA accounted for the largest number of
agreements with Canada. The prevalence of DOE and NASA
in these and other international S&T agreements reflects the
megascience attributes associated with their missions. Of the
other five agencies in the GAO report, only NIST reported
more than five bilateral agreements with any single country
(Japan and South Korea) in FY 1997. NIST also listed five
agreements with Russia and three with Canada.
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Overall, more than 90 percent of the international S&T
agreements active in FY 1997 resulted in research projects or
other research-related activities. In cases in which this activ-
ity did not occur, funding problems that developed after the
agreements were signed or changes in research priorities gen-
erally were the reasons for their discontinuation.

International S&T collaboration can and does increasingly
take place under less formal agreements, however. Conse-
quently, these measures of formal agreements do not neces-
sarily represent the level or intensity of R&D relationships or
international collaboration between scientific communities
in various countries.54

Private-Sector Collaboration
International R&D collaboration is on the rise in the pri-

vate sector as well—as is indicated by the rising number of
formal cooperative agreements or alliances between firms,
the growth of overseas R&D activities performed under con-
tract and through subsidiaries, and an increase in the number
of R&D laboratories located abroad (OECD 1998a). The ex-
pansion of international industrial R&D activity appears to
be a response to the same competitive factors that foster do-
mestic collaborations. Firms reach beyond their home bor-
ders as a way of addressing rising R&D costs and risks in
product development, shortened product life cycles, increas-
ing multidisciplinary complexity of technologies, and intense
competition in domestic and global markets.

International Strategic Technology Alliances

Historical Trends
Industrial firms increasingly have used global research

partnerships to strengthen their core competencies and ex-
pand into technology fields they consider critical for main-
taining market share. In these partnerships, organizations can
expand opportunities and share risks in emerging technolo-
gies and emerging markets. During the first half of the 1970s,
strategic alliances were almost nonexistent, but they expanded
rapidly late in the decade. For example, the number of newly
made partnerships in the three core technologies—informa-
tion technologies, biotechnology, and new materials—rose
from about 10 alliances created in 1970 (Hagedoorn 1996) to
about 90 in 1980. R&D-related international strategic tech-
nology alliances increased sharply throughout the industrial-
ized world in the early 1980s and accelerated as the decade
continued, reaching 580 such partnerships in 1989.55 In the
early 1990s, the annual formation of newly established alli-

ances at first tapered off from that reported in the 1980s and
then rapidly increased to a peak of more than 800 new alli-
ances formed in 1995. Since then, there has been a steady
decrease in the number formed, to 564 in 1998—a total that
nonetheless exceeds the number formed during any year prior
to 1989. For the entire 1980–98 period, U.S., European and
Japanese firms collectively entered into almost 9,000 strate-
gic technology alliances. Most of these alliances were formed
in the 1990s; most involved U.S. firms; and most were signed
to foster R&D partnerships in just a few high-tech areas, no-
tably information technologies and biotechnology. (See fig-
ure 2-36, text table 2-18, and appendix table 2-67.)

As the number of alliances has increased, the forms of
cooperative activity have changed as well. The most preva-
lent modes of global industrial R&D cooperation in the 1970s
were joint ventures and research corporations. In these ar-
rangements, at least two companies share equity investments
to form a separate and distinct company; profits and losses
are shared according to the equity investment.56 In the sec-
ond half of the 1980s and into the 1990s, joint nonequity R&D
agreements became the most common form of partnership.
Under such agreements, two or more companies organize joint
R&D activities to reduce costs and minimize risk while they
pursue similar innovations; participants share technologies
but have no joint equity linkages (Hagedoorn 1990, 1996).

Country Focus
Between 1990 and 1998, more than 5,100 strategic tech-

nology alliances were formed, of which 2,700 were
intraregional (that is, made between firms located within the
broad regions of Europe, Japan, or the United States) and
2,400 were interregional (between firms located in separate
regions). Of course, many of the more than 500 intra-Euro-
pean alliances are also multinational because they generally
involve firms from more than one European country (in con-
trast with the numerous intra-American and much less nu-
merous intra-Japanese firm partnerships in which all partners
have the same national ownership). For the 1990–98 period,
U.S. companies participated in 80 percent of known technol-
ogy alliances, about half of which were between two or more
U.S. firms and about half of which included a non-U.S. com-
pany. European companies participated in 42 percent and Japa-
nese companies in 15 percent of the 5,100 alliances formed
in the 1990s. (See text table 2-18).

Consistent with overseas R&D funding trends (detailed
below), just a handful of European firms account for most of
that region’s alliances. Of the 4,700 European alliances re-

54See chapter 6 for information on patterns of international co-authorship.
55Information in this section is drawn from an extensive database com-

piled in the Netherlands— the Maastricht Economic Research Institute on
Innovation and Technology’s (MERIT 1999) Cooperative Agreements and
Technology Indicators (CATI) database—on literally thousands of inter-firm
cooperative agreements. The CATI database collects only agreements that
contain arrangements for transferring technology or joint research. These
counts are restricted to strategic technology alliances, such as joint ventures
for which R&D or technology sharing is a major objective; research corpo-
rations; and joint R&D pacts. The historical totals reported here differ from
those reported in previous Science & Engineering Indicators. Previously,
alliances of minority holdings coupled with research contracts were included
in the totals. Here such alliances are not included in the totals.

CATI is a literature-based database: Its key sources are newspapers, jour-
nal articles, books, and specialized journals that report on business events.
Its main limitations are that data are limited to activities publicized by the
firm, agreements involving small firms and certain technology fields are
likely to be underrepresented, reports in the popular press are likely to be
incomplete, and it probably reflects a bias because it draws primarily from
English-language materials. CATI information should therefore be viewed
as indicative and not comprehensive.

56Joint ventures are companies that have shared R&D as a specific com-
pany objective, in addition to production, marketing, and sales. Research
corporations are joint R&D ventures with distinctive research programs.
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ported during the entire 1980–98 period (a figure that includes
double-counting of partnerships with two or more European
firms), the most active participants were British firms (1,036
alliances), German firms (994), French firms (715) and Dutch
firms (680). More than 100 alliances were also formed by
companies with Italian (338), Swiss (267), Swedish (278),
and Belgian (119) ownership. Additionally, a substantial num-
ber of the international technology partnerships involved firms
located outside of these major regions. During the entire 1980–
98 period, Canadian firms entered into 198 strategic technol-
ogy alliances (mostly with U.S. companies), South Korean
firms joined 119, Russian (and other former Soviet Union)
firms joined 90,57 Chinese firms joined 86, Australian firms
joined 63, Israeli firms joined 51, and Taiwanese firms joined
48.

Technology Focus
Most intraregional and interregional alliances have been

between firms sharing research and technology development
in information technologies (IT) and biotechnology. These
two technologies alone account for two-thirds of all alliances
formed since 1990. The only other technologies for which
firms consistently have entered into a substantial number of
partnerships relate to advanced materials and non–biotech-
nology-based chemicals. (See appendix table 2-67.) Forty-
four percent of the technology alliances formed worldwide
since 1990 dealt with information technologies such as com-
puter software and hardware, telecommunications, industrial
automation, and microelectronics. Of the roughly 2,300 IT
alliances formed during this period, most have been between
U.S. companies (50 percent) or between European and U.S.

firms (19 percent). Among the 1,100 strategic biotechnology
alliances, the regional distribution has been more diverse, al-
though U.S.-U.S. and U.S.-European interregional partner-
ships are more prevalent than any other (each type accounting
for more than one-third of the biotechnology total). Consis-
tent with R&D funding trends and indicative of known core
strengths, U.S.-Japanese collaborations are more common in
IT activities than in biotechnology.

International Industrial
R&D Investment Growth

Stiff international competition in research-intensive, high-
technology products and market opportunities have compelled
firms throughout the world to expand their overseas research
activities. Foreign sources account for a growing share of do-
mestic R&D investment totals in many countries. (See figure
2-32.) Many firms have R&D sites in countries outside their
home base. Although the data are somewhat scant, the share
of R&D performed by foreign affiliates appears to have risen
perceptibly throughout the OECD during the past two decades
(OECD 1998a). Currently, the share of R&D performed by
foreign affiliates accounts on average for 14 percent of the
industrial R&D performed in OECD countries. This share
varies considerably among hosting countries, however—from
a low of 1 percent in Japan to a high of 68 percent in Ireland
(OECD 1999d).

Although many factors contribute to a business decision to
locate R&D capabilities outside a firm’s home country, the basic
drivers fall into demand-side and supply-side considerations.

Multinational firms seek a foreign R&D presence to sup-
port their overseas manufacturing facilities or to adapt stan-
dard products to the demand there. R&D facilities are
established to customize existing products or to develop new

57See Hagedoorn and Sedaitis (1998) for summary data on international
strategic technology alliances between Western companies and Russian com-
panies.
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Figure 2-36.
New international strategic technology alliances, by technology

NOTE: Includes alliances of firms located both within broad regions and across broad regions.

See appendix table 2-67.
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products for the local market. Additionally, such facilities may
provide technical service support to local manufacturing ac-
tivities as their primary purpose. In some situations, how-
ever, the location of R&D facilities is the price of entry to the
local market. These arrangements constitute a home-base
exploiting site, where information tends to flow to the for-
eign laboratory from the central home laboratory.

Conversely—and more commonly of late—the foreign site
is established to tap knowledge and skilled labor from com-

petitors and universities around the globe, including the di-
rect employment of local talents; to participate in joint re-
search ventures and cooperative agreements; and to passively
monitor technological development abroad. These facilities
have the characteristics of a home-base augmenting site, where
information tends to flow from the foreign laboratory to the
central home laboratory. Generally, however, there is little evi-
dence to suggest that firms go abroad to compensate for their
R&D weaknesses at home. Rather, they locate in foreign cen-

Text table 2–18.
Strategic Technology Alliances, by region: 1980–98

Total Information All other
alliances technology Biotechnology technologies

1980–1989 alliances

Total ................................................. 3,826 1,396 729 1,701
USA-Europe ..................................... 809 296 152 361
USA-Japan ....................................... 550 209 93 248
USA-Others ...................................... 178 44 23 111
Europe-Japan .................................. 237 84 24 129
Europe-Others ................................. 188 55 15 118
Japan-Others ................................... 53 8 8 37
Intra-USA ......................................... 908 400 247 261
Intra-Europe ..................................... 670 242 125 303
Intra-Japan ....................................... 233 58 42 133

Percent of 1980–1989 totals

Total ................................................. 100.0 100.0 100.0 100.0
USA-Europe ..................................... 21.1 21.2 20.9 21.2
USA-Japan ....................................... 14.4 15.0 12.8 14.6
USA-Others ...................................... 4.7 3.2 3.2 6.5
Europe-Japan .................................. 6.2 6.0 3.3 7.6
Europe-Others ................................. 4.9 3.9 2.1 6.9
Japan-Others ................................... 1.4 0.6 1.1 2.2
Intra-USA ......................................... 23.7 28.7 33.9 15.3
Intra-Europe ..................................... 17.5 17.3 17.1 17.8
Intra-Japan ....................................... 6.1 4.2 5.8 7.8

1990–1998 alliances

Total ................................................. 5,132 2,267 1,123 1,742
USA-Europe ..................................... 1,284 434 403 447
USA-Japan ....................................... 437 259 66 112
USA-Others ...................................... 254 113 44 97
Europe-Japan .................................. 195 75 32 88
Europe-Others ................................. 174 50 33 91
Japan-Others ................................... 40 22 5 13
Intra-USA ......................................... 2,150 1,140 436 574
Intra-Europe ..................................... 521 142 100 279
Intra-Japan ....................................... 77 32 4 41

Percent of 1990–1998 totals

Total ................................................. 100.0 100.0 100.0 100.0
USA-Europe ..................................... 25.0 19.1 35.9 25.7
USA-Japan ....................................... 8.5 11.4 5.9 6.4
USA-Others ...................................... 4.9 5.0 3.9 5.6
Europe-Japan .................................. 3.8 3.3 2.8 5.1
Europe-Others ................................. 3.4 2.2 2.9 5.2
Japan-Others ................................... 0.8 1.0 0.4 0.7
Intra-USA ......................................... 41.9 50.3 38.8 33.0
Intra-Europe ..................................... 10.2 6.3 8.9 16.0
Intra-Japan ....................................... 1.5 1.4 0.4 2.4

See appendix table 2-67. Science & Engineering Indicators – 2000
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ters of excellence to supplement their existing core strengths
(Patel and Vega 1999).

According to a study of 238 foreign R&D sites, 45 per-
cent of the labs were home-base augmenting and 55 percent
were home-base exploiting (Kuemmerle 1997).58

U.S. and Foreign Industrial
R&D Expenditure Balance

U.S. companies’ R&D investments abroad are roughly
equivalent to R&D expenditures in the United States by ma-
jority-owned U.S. affiliates of foreign companies.59 In 1996
(the latest year for which complete data from the Bureau of
Economic Analysis [BEA] are available at this writing), indus-
trial R&D flows into the United States totaled $15.0 billion,
compared with $14.2 billion in R&D expenditures by U.S. mul-
tinational firms in other countries. (See figure 2-37.) This ap-

proximate balance in R&D investment flows has persisted since
(at least) 1989, when the majority-owned data first became
available on an annual basis. In 1989, however, U.S. compa-
nies conducted a greater amount of R&D abroad than was in-
vested in the United States by foreign firms. The reverse now
appears to be true: More industrial R&D money is flowing
into the United States than U.S. firms are performing abroad.
Whatever the exact “balance” in any given year, however, higher
levels of U.S. R&D investment in foreign economies and non-
U.S. R&D investment within the U.S. domestic economy clearly
are becoming the norm (Mowery 1998a).

Europe is the primary source and the main location of per-
formance of these U.S.-foreign industrial R&D flows. (See
figure 2-38.) European firms invested $11.2 billion of R&D
money in the United States in 1996; the Asian (excluding the
Middle East) and Pacific region provided the second largest
source of foreign R&D funds ($1.9 billion). Similarly, for-
eign affiliates of U.S. companies performed $9.7 billion of
R&D in Europe and $2.1 billion in Asia and the Pacific re-
gion.60 Industrial R&D investments between Canada and the
United States are in the $1.5 billion range. U.S. industry’s
R&D flows remain relatively small (less than $1 billion) into
and out of Latin America and the Middle East and are negli-
gible with Africa.

Trends in U.S.
Industry’ s Overseas R&D

From 1985 through 1996, U.S. firms generally increased
their annual funding of R&D performed outside the country
more than their funding of R&D performed in the United
States. (See appendix table 2-68.) Indeed, during this period
U.S. firms’ investment in overseas R&D increased 2.8 times
faster than did company-funded R&D performed domesti-
cally (9.7 percent versus 3.4 percent inflation-adjusted aver-
age annual growth). Overseas R&D funding accounted for
about 6.0 percent of U.S. industry’s total (domestic plus over-
seas) R&D funding in 1985; in 1996 overseas R&D accounted
for 10.4 percent of U.S. industry’s total R&D. In 1997, how-
ever, strong growth in U.S. companies’ domestic R&D financ-
ing (up 10 percent), coupled with a 7 percent decline in

58The terms “home-base exploiting” and “home-base augmenting” are
taken directly from Kuemmerle (1997). Others, however (e.g., Mowery 1998b
and Dalton, Serapio, and Yoshida 1999), have made similar observations on
the reasons for expanding global R&D arrangements. Furthermore, Mowery
notes that the use of international R&D strategies to establish networks for
the creation and strengthening of firm-specific technological capabilities
(i.e., home-base augmenting) is likely to become more important than mar-
ket exploitation-driven activities in the future.

59These overseas R&D data are from the BEA survey on U.S. Direct In-
vestment Abroad. The definition used by BEA for R&D expenditures is from
the Financial Accounting Standards Board Statement No. 2; these expendi-
tures include all charges for R&D performed for the benefit of the affiliate
by the affiliate itself and by others on contract. BEA detail is available for
1982 and annually since 1989. Data on foreign sources of industrial R&D
performed in the United States come from an annual survey of Foreign Di-
rect Investment in the United States, also conducted by BEA. BEA reports
that foreign R&D totals are comparable with U.S. R&D business data pub-
lished by NSF. Industry-specific comparisons, however, are limited because
of differences in the industry classifications used by the two surveys (Quijano
1990).

Billions of dollars

Figure 2-37.
Globalization of U.S. industrial R&D 

NOTE:  Data for majority-owned (50 percent or more) non-bank 
affiliates only.
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60Analyses of the BEA data on overseas R&D activities of U.S. affiliates
have become complicated as a result of a change in survey collection. Prior
to the 1994 survey, BEA collected expenditure data on R&D funding by U.S.
overseas affiliates regardless of whether the R&D was performed by the
affiliate of by others. It excluded R&D conducted by the affiliate under con-
tract for others. Beginning with the 1995 survey, U.S. affiliates were asked
to report their R&D performance irrespective of the funding sources (i.e.,
they report R&D conducted in their own labs, including R&D funded by the
affiliate itself and by others under contracts). R&D funded by the U.S. affili-
ate but conducted by other organizations are excluded. Consequently, the
more recent BEA figures represent R&D performance of U.S. firms’ foreign
affiliates and not the foreign R&D funding made by U.S. firms.
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industry’s overseas R&D spending, reduced the overseas share
to 8.9 percent of U.S. companies’ funding total.61

Additionally, according to BEA data, the majority-owned
(that is, 50 percent or more) foreign-affiliate share of U.S.
multinational companies’ worldwide R&D expenditures in-
creased from 9 percent in 1982 to 13 percent in 1990, where
it remained through 1994 (Mataloni and Fahim-Nader 1996).
According to preliminary data for 1996, the foreign-affiliate
share of U.S. multinationals’ total R&D funding rose to 14
percent (Mataloni 1998).

Sector Focus of Overseas R&D Activity
R&D investment by U.S. companies and their foreign sub-

sidiaries in the chemicals (including pharmaceuticals and in-
dustrial chemicals) industry accounts for the largest share and
greatest growth of foreign-based R&D activity. (See figure
2-39.) Indeed, drug companies accounted for 18 percent of
total 1997 overseas R&D ($2.4 billion of the $13.1 billion
total)—equivalent to 21 percent of the pharmaceutical
industry’s domestically financed R&D. Part of this growth
undoubtedly is a function of the worldwide pattern of col-

laboration between integrated global pharmaceutical firms
and emerging biotechnology companies in the U.S. and Eu-
rope—most notably the United Kingdom (Council on Com-
petitiveness 1998). (See appendix table 2-68.)

Similarly, firms in the industrial and other chemicals indus-
try spent an amount overseas ($1.5 billion) equivalent to 21
percent of their onshore R&D investment. Demand and supply
factors alike seem to be driving this internationalization. R&D
is performed overseas so that global firms are better able to
customize their products to meet the needs of local customers
and to ensure market access. Furthermore, chemicals R&D
performance is becoming global because different regions of
the world are becoming technologically specialized—Germany,
for example, in fundamental research in organic synthesis and
Japan in electronic chemicals (Arora and Gambardella 1999).
Of other major R&D-performing manufacturers, recent trends
show the overseas R&D investment share of total R&D financ-
ing rising considerably for scientific instruments ($1.2 billion
in 1997, equivalent to 13 percent of the domestic total) and
machinery equipment ($1.8 billion in 1997, equivalent to 10
percent of the domestic total).

Growth in overseas R&D investments is not limited to sec-
tors with strong historical experience in overseas production
activity. The combined total for all nonmanufacturing indus-
tries indicates substantial increases in foreign R&D activity
since 1985—rising from 0.4 percent of domestic R&D fund-
ing that year to 8.6 percent in 1996. Part of this growth re-
flects increased international R&D financing by firms
historically classif ied as nonmanufacturing industries

Billions of dollars

Figure 2-38.
Industrial R&D of U.S. and foreign affiliates, by world region: 1996
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61These overseas R&D shares are taken from the NSF industrial R&D
data series, not the BEA Direct Investment Abroad series used in the “U.S.
and Foreign Industrial R&D Expenditure Balance” discussion. However, BEA
data on the country destination of the U.S. overseas R&D investment are
more complete than the NSF series and therefore are used to describe coun-
try patterns. NSF reports 1996 and 1997 overseas R&D totals of $14.1 bil-
lion and $13.1 billion, respectively; BEA estimates 1996 overseas R&D
performance by foreign affiliates of U.S. companies (including both for the
affiliate and for others) at $14.2 billion.
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Figure 2-39.
Ratio of U.S. overseas R&D to company-financed domestic R&D
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See appendix table 2-68.

(particularly computer, data processing, and architectural ser-
vices). Part of the increase reflects the movement of firms
previously classified as manufacturers (e.g., office comput-
ing companies) to service sector industries (e.g., software de-
velopment). This observation is borne out by the reduction in
nonmanufacturers’ overseas R&D in 1997 ($1.4 billion, down
from $2.5 billion in 1996). Most of this decline reflects firms’
shifting industry classifications within IT-related industries
rather than an actual drop in industrial funding activity. None-
theless, overseas R&D investments in information technolo-
gies remain substantial. One factor driving such globalization
is that foreign labor markets provide U.S. companies with an
ample supply of qualified (and sometimes less-expensive)
science and engineering personnel—as indicated by robust
IT investments in English-speaking India, Ireland, and
Canada.62 (See chapter 3 on the Science and Engineering
Workforce and chapter 9 on the Significance of Information
Technologies.)

Country Location of
U.S. Overseas R&D Activity

As BEA data on majority-owned foreign affiliates of non-
bank U.S. multinational companies indicate, most of the U.S.
1996 overseas R&D was performed in Europe—primarily

Germany (22 percent of the U.S. overseas total), the United
Kingdom (15 percent), and France (9 percent). (See figure
2-40 and appendix table 2-69.) Collectively, however, the cur-
rent 68 percent European share of the U.S. total R&D invest-
ment abroad is less than the 75 percent share reported for
1982. Since the early 1980s, U.S. R&D investments abroad
have generally shifted from the larger European countries and
Canada toward Japan, several of the smaller European coun-
tries (notably Sweden and the Netherlands), Australia, and
Brazil.

As indicated by affiliate industry classifications, U.S. R&D
investments abroad are concentrated in specific geographic
locations. Almost half of the offshore automotive R&D in
1996 was spent in Germany; spending by transportation equip-
ment companies accounted for almost two-thirds of all U.S.
affiliate R&D activity in Germany. In the United Kingdom,
France, Japan, and Italy, the chemicals industry accounted
for the largest share of each country’s respective R&D totals;
collectively these four countries accounted for 54 percent of
all U.S. affiliates’ chemicals-related R&D. Electrical equip-
ment firms accounted for most of the U.S. affiliates’ R&D
performance in the Netherlands; except for Germany, no other
country accounted for more of the U.S. affiliates’ electrical
equipment R&D than did this relatively small country. (See
text table 2-19.) These industry R&D emphases reflect the
general industrial strengths of the various countries.

After Germany ($3.1 billion) and the United Kingdom
($2.1 billion), Canada is the next-largest site of U.S. overseas
R&D performance. Almost $1.6 billion was spent in major-

62For an informative discussion on the internationalization of R&D in
Canada, see Anderson and Gault (1999). The information and communica-
tions sector now appears to account for 69 percent of the total foreign R&D
funding provided Canada’s industrial sector.
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Figure 2-40.
U.S. R&D performed abroad
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See appendix table 2-69.

Text table 2–19.
R&D performed overseas by majority-owned foreign affiliates of U.S. parent companies, by selected country
and industry of affiliate: 1996 (millions of U.S. dollars)

All Electrical Transportation Nonmanu-
Country industries Total Chemicals Machinery equipment equipment facturing

Total .......................................  14,181  12,358  3,700  1,063  1,258  4,252  1,823

Canada ...................................  1,582  1,457  302  28  97  D  125

Europe ....................................  9,651  8,625  2,715  746  749  2,894  1,026
  Belgium ................................  369  299  197  3  3  33  70
  France ..................................  1,326  1,169  658  85  47  90  157
  Germany ..............................  3,061  2,916  279  234  209  1,939  145
  Italy ......................................  553  D  267  59  54  57  D
  Netherlands ..........................  545  382  101  9  149  17  163
  Spain ....................................  317  298  75  5  34  D  19
  Sweden ................................  439  404  D  22  9  *  35
  Switzerland ..........................  189  134  29  D  D –  55
  United Kingdom ...................  2,133  1,860  682  262  69  D  273
  Rest of Europe .....................  719  D  427  67  D  D  D

Asia and Pacific .....................  2,073  1,582  552  262  220  D  491
  Australia ...............................  409  318  85  D  1  D  91
  Japan ...................................  1,337  1,002  405  184  132  2  335
  Rest of Asia/Pacific ..............  327  262  62  D  87  D  65

Western hemisphere ..............  687  647  106  15  189  276  40
  Brazil ....................................  489  482  61  10  D  D  7
  Mexico .................................  119  100  17  5  D  D  19

Middle East (Israel) .................  166  28  13  10  3 0  138

Africa ...................................... 21 19 12 3  * 0 2

D = withheld to avoid disclosing operations of individual companies;  * = less than $500,000

NOTES:  Includes direct investments of majority-owned nonbank foreign affiliates of U.S. parents. Includes R&D expenditures conducted by the foreign
affiliates for itself or for others under a contract.

SOURCE: U.S. Bureau of Economic Analysis, U.S Direct Investment Abroad (Washington, DC: BEA, 1998)
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ity-owned Canadian affiliates of U.S. firms. These consider-
able R&D investments are consistent with the overall facts
that these two countries are one another’s most important trade
partners and that the level of U.S. investment in Canada is
among the highest anywhere in the world. Unfortunately, dis-
closure restrictions to protect the confidentiality of specific
firms’ underlying R&D expenditures limit the amount of pub-
lishable data about the industries in which this considerable
U.S. investment is being made.

Industry-wide, nonmanufacturing industries (including
business services, with $0.9 billion) now account for 13 per-
cent ($1.8 billion) of U.S. overseas R&D performance. Of
this amount, majority-owned Japanese affiliates of U.S. mul-
tinational firms accounted for the largest single country share.
(See text table 2-19.)

U.S. Industry’ s Overseas R&D Facilities
The U.S. Department of Commerce recently compiled data

on R&D facilities located abroad (Dalton, Serapio, and
Yoshida 1999). Although the information is based largely on
secondary sources and is at best a sample of such activities, it
nonetheless is illustrative of patterns in the establishment of
U.S. R&D facilities overseas. There were 186 known foreign
R&D facilities owned by 85 U.S. companies in 22 countries
in 1997.

The list of U.S. facilities by country is similar to the list of
countries in which U.S. firms spend the largest amounts of
R&D investments abroad. Japan leads all countries as the site
of U.S. R&D facilities (43), followed by the United King-
dom, Canada, France and Germany. As with foreign-owned
facilities located in the United States (see “U.S. Research Fa-
cilities of Foreign Firms”), the largest number of U.S.-owned
foreign facilities support the automotive (32 facilities), drugs

and biotechnology (28), computers (25), and chemicals and
rubber (23) industries. Although the data are not conclusive,
U.S. firms have chosen to locate facilities in Japan to serve a
variety of chemicals, drugs, automotive, and computer R&D
needs. (See text table 2-20.)

The mix of industries represented by facility sites in ma-
jor host countries is quite diverse.63 For example, in the auto-
motive and drug/biotechnology industries, U.S. firms own
three or more facilities in five or more countries. Addition-
ally, several emerging countries have been chosen as impor-
tant locations for U.S. firms’ R&D facilities. The most notable
examples are Singapore (which now hosts 13 U.S.-owned fa-
cilities), Taiwan, and India—each of which has attracted rela-
tively high levels of foreign R&D and created high-technology
centers in their countries. Although China and Russia have
been mentioned as potential future sites for U.S. R&D invest-
ments, protection of intellectual property remains a major
concern that may limit such growth.

Motives for establishing overseas R&D facilities are
manifold and differ among industries; technology or sup-
ply-oriented reasons have increasingly influenced the deci-
sion of U.S. firms to locate R&D abroad (a home-base
augmenting strategy). This trend is particularly true for elec-
tronics and computer software. Even when companies ini-
tially invested abroad for the purpose of assisting their
manufacturing/sales/service facilities in a local market (a
home-base exploiting strategy), they increasingly are posi-
tioning these R&D facilities as regional R&D bases (Dalton,
Serapio, and Yoshida 1999).

Text table 2–20.
U.S. R&D facilities abroad: 1997

Industry Japan United Kingdom Canada France Germany Others

Total ................................................................ 43 27 26 16 15 55
Automotive ...................................................... 6 4 4 4 5 9
Computers ...................................................... 7 5 0 1 2 10
Software .......................................................... 4 1 1 0 0 6
Semiconductors .............................................. 4 1 0 1 0 6
Opto-electronics, telecom .............................. 2 0 2 2 1 6
Other electronics ............................................. 3 2 2 1 1 2
Drugs, biotechnology ...................................... 8 5 4 3 3 5
Chemicals, rubber ........................................... 9 1 2 2 2 7
Other transportation equip .............................. 0 0 3 0 0 0
Metals, petroleum refining .............................. 0 2 6 0 0 6
Instrumentation, medical devices ................... 0 5 3 0 0 2
Food, consumer goods, misc ......................... 1 3 4 2 0 5

NOTE: “ Other countries”  include 13 facilities in Singapore, 11 in China, and 8 in Belgium.  These data are derived from secondary sources and are
therefore a sample of the total (unknown) number of R&D facilities.  The industry-specific detail may double-count some facilities because of the multiple
focus of research performed.  Not all industry categories are listed.  The country totals do not include double-counting.

SOURCE: U.S. Department of Commerce, Globalizing Industrial Research and Development, by D. H. Dalton and M. G. Serapio, and P.G. Yoshida.
Washington, DC, 1999.
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63The figures in text table 2-20 represent only counts of facilities, how-
ever. The facilities themselves differ considerably in terms of dollars spent
and scientists and engineers employed. More detailed information about the
individual sites would permit a clearer determination of industry clustering
and decentralization.
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Foreign R&D in the United States
Like U.S. firms’ overseas R&D funding trends, R&D ac-

tivity by foreign-owned companies in the United States has
increased significantly since the mid-1980s. From 1987 to
1996, inflation-adjusted R&D growth from foreign firms (U.S.
affiliates with a foreign parent that owns 50 percent or more
of the voting equity) averaged 10.9 percent per year. (See
appendix table 2-71).64 This growth contrasts favorably with
the 3.9 percent average annual rate of real increase in U.S.
firms’ domestic R&D funding. It also is almost six times the
1.3 percent 1987–96 growth rate of total domestic industrial
R&D performance (including activities funded by foreign
firms and the Federal Government). As a result of these fund-
ing trends, foreign R&D was equivalent to 10.4 percent ($15
billion) of total industrial R&D performance in the United
States in 1996. This share is more than double that of its
equivalent 4.9 percent share in 1987 but slightly lower than
the calculated 1995 estimate (11.2 percent). Majority-owned
affiliates accounted for a 3.4 percent share of the U.S. 1980
industrial performance total. (See figure 2-41.)

Country Sources of Industrial R&D
Most R&D financed by foreign affiliates in the United

States comes from firms whose parents are located in just
three countries: Germany, Switzerland, and the United King-
dom. Indeed, 81 percent of foreign R&D funding in 1996
came from just six countries—those three countries, plus
France, Japan, and Canada. (See figure 2-42.) With the ex-
ception of Switzerland, these six countries are the same as
those that receive the largest shares of U.S. overseas R&D
investments. (Italy replaces Switzerland in that listing). Thus,
the globalization of R&D is characterized by significant two-
way flows of cross-border activities.

Looking beyond these major R&D country centers, how-
ever, the geographic pattern of R&D flows into the United
States differs from the trends for U.S. R&D spending abroad.
Whereas countries other than G-7 countries (and Switzerland)
have become increasingly important as destinations for U.S.
funding, they are becoming relatively less important in terms
of foreign R&D investments here. For example, in 1980, firms
from the six countries listed above accounted for a 69 percent
share of the foreign R&D flows into the United States—a
considerably smaller share than they currently account for.
By contrast, those six countries accounted for 76 percent of

Percent

Figure 2-41.
U.S. industrial R&D financed by majority-owned 
foreign firms
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(Data not collected)

NOTE: Data are available for 1980, and for 1987 and later years.
See appendix tables 2-3 and 2-71.

Figure 2-42.
U.S. industrial R&D financed by majority-owned 
foreign firms
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1980
($1.5 billion)

1996
($15.0 billion)

Germany 19%

Switzerland 22%

United Kingdom 16%
France 3%

Other Europe 21%

Canada 7%

Japan 2%

All other 10%

Germany 18%

Switzerland 18%

United Kingdom 16%France 10%

Other Europe 12%

Canada 9%

Japan 10%

All other 6%

See appendix table 2-71.

64Although BEA considers all of an investment (including R&D) to be
foreign if 10 percent or more of the investing U.S.-incorporated firm is for-
eign-owned, special tabulations were prepared by BEA to reveal R&D ex-
penditures in the United States of firms in which there is majority foreign
ownership (i.e., 50 percent or more). For 1996, the 10 percent foreign own-
ership threshold results in an estimated $17.2 billion foreign R&D invest-
ment total. (See appendix table 2-70.) R&D expenditures of majority-owned
U.S. affiliates of foreign companies were $15.0 billion. (See appendix table
2-71.) Tabulations for the majority-owned firms’ R&D financing are used
for most of the analyses here; the sole exception is the use of foreign R&D
data at the 10 percent threshold for review of country-specific funding pat-
terns for individual industrial sectors. (See text table 2-21.) Such data for
majority-owned affiliates are not available.
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U.S. overseas R&D in 1982 but only 68 percent in 1996. At
least part of the increase in R&D flows from Canada and
other European countries over the past 15 years is attribut-
able to several major acquisitions of U.S. firms by foreign
multinational companies. Such acquisitions have been par-
ticularly instrumental in changing the foreign composition
shares of U.S. pharmaceutical and biotechnology firms with
large R&D budgets (Dalton, Serapio, and Yoshida 1999;
Fahim-Nader and Zeile 1998).

Industry Focus of Foreign R&D
Foreign-funded research was concentrated in three indus-

tries in 1996: drugs and medicines (mostly from Swiss, Ger-
man, and British f irms), industrial chemicals (funded
predominantly by German and Dutch firms), and electrical
equipment (one-third of which came from French affiliates).65

These three industries accounted for more than half of the
$17.2 billion total 1996 foreign R&D investment by affili-
ates in which there was at least 10 percent foreign ownership.
Concurrent with gains reported for all domestic U.S. R&D
performance, foreign—particularly Japanese and Swiss—
R&D investment in the service sector was also significant.

Text table 2–21.
R&D performed in the U.S. funded by affiliates of foreign companies, by selected country
and industry of affiliate:  1996
(Millions of U.S. dollars)

              Other non-
All Drugs & Other Electrical Transporta-  Service   manufacturing

Country industries Total medicines chemicals Machinery equipment tion equip. Instruments industriesa    industriesb

Total ........................  17,150  13,807  5,849  1,517  935  2,954  454  720  966  2,377

Canada....................  1,397  1,228  1  20  D  D  11  11  21  148

Europe .....................  12,516  11,007  5,754  1,413  532  1,581  360  520  607  902
  France ...................  1,712  1,641  474  144  97  487  42  90  32  39
  Germany ...............  3,084  2,767  1,343  478 [       592     ] 196  56  52  265
  Netherlands ...........  948  743  1  375  1  D  D  1  8  197
  Switzerland ...........  3,375  2,985  2,575  55 [       188     ] –  64  366  24
  United Kingdom ....  2,525  2,273             [     1,528     ]  102  97  90  219  121  131

Asia and Pacific ......  2,592  1,159             [      149 ] [      558     ] 80  45  355  1,078
  Japan ....................  2,070  1,001  72  55  204  242  77  37  337  732

Western Hemisphere  386  182 0  *  1  7  2  136  3  201
Middle East .............  121  106  D  D  73  D 0  8  10  5
Africa .......................  81  70 0 5  D  D 0 0  *  11

D = withheld to avoid disclosing operations of individual companies  * = less than $500,000  [ ] = indicates where categories have been combined.

NOTES:  Includes foreign direct investments only of nonbank U.S. affiliates in which the affiliate has a 10-percent-or-more ownership interest. Includes
R&D expenditures conducted by and for the foreign affiliates.  Excludes expenditures for R&D conducted by the affiliates for others under a contract.

aIncludes computer and data processing services ($642 million) and accounting, research and management services ($306 million).

bIncludes wholesale trade ($1,735 million), retail trade ($32 million), petroleum ($436 million) and other industries ($174 million).

SOURCE: U.S. Bureau of Economic Analysis, Foreign Direct Investment in the United States: Operations of U.S. Affiliates of Foreign Companies
Preliminary 1996 Estimates (Washington, DC: July 1998)
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Manufacturing

Services accounted for 6 percent ($966 million) of the 1996
foreign R&D investment total, with most research being
funded by computer and data processing firms and compa-
nies providing research and management services. (See text
table 2-21.)

U.S. Research Facilities of Foreign Firms
Consistent with the worldwide trend of multinational firms

establishing an R&D presence in multiple countries, consid-
erable growth has occurred in the number of R&D facilities
operated by foreign companies in the United States. Accord-
ing to a 1992 survey of 255 foreign-owned freestanding R&D
facilities in the United States, about half were established
during the previous six years (Dalton and Serapio 1993); these
data count only R&D facilities that are 50 percent or more
owned by a foreign parent company.66 An update to this study
found that in 1998 there were 715 U.S. R&D facilities run by
375 foreign-owned companies from 24 different countries
(Dalton and Serapio 1999). R&D facilities owned by Japa-
nese firms continue to far outnumber those of any other coun-

65Totals are for R&D expenditures for U.S. affiliates of firms in which
there is 10 percent or more foreign ownership. (See previous footnote.)

66An R&D facility typically operates under its own budget and is located
in a free-standing structure outside of and separate from the parent’s other
U.S. facilities (e.g., sales and manufacturing). This definition of an R&D
facility consequently excludes R&D departments or sections within U.S. af-
filiates of foreign-owned companies.
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Text table 2–22.
Foreign-owned R&D facilities in the United States, by selected industry and country: 1998

United South
Industry Japan Kingdom Germany France Switzerland  Korea Netherlands Canada Others

Total .................................................... 251 103 107 44 42 32 30 32 74
Computers .......................................... 24 0 2 2 0 6 2 1 5
Software .............................................. 35 8 3 0 0 1 2 3 1
Semiconductors .................................. 18 0 2 0 0 10 2 0 0
Telecommunications ........................... 16 3 4 2 1 1 0 3 4
Opto-electronics ................................. 10 3 2 0 0 0 0 0 5
HDTV, other electronics ...................... 33 9 5 3 5 5 1 1 3
Drugs, biotechnology .......................... 26 15 26 7 15 2 5 0 20
Chemicals, rubber ............................... 25 18 27 14 7 1 6 7 9
Metals ................................................. 8 5 2 4 1 0 0 2 4
Automotive .......................................... 31 0 8 2 0 4 2 5 2
Machinery ........................................... 5 6 3 4 2 0 0 3 6
Instrumentation, medical devices ....... 6 19 7 3 6 0 3 2 7
Food, consumer goods, misc ............. 10 12 6 1 8 1 9 5 10

NOTES: The industry-specific detail may double-count some facilities because of the multiple focus of research performed.  Not all industry categories
are listed.  The country totals are comprehensive and do not include double-counting.

SOURCE: U.S. Department of Commerce, Globalizing Industrial Research and Development, by D. H. Dalton and M. G. Serapio, and P.G. Yoshida.
Washington, DC, 1999.
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tries: Japanese companies owned 251 R&D facilities in the
United States, German companies owned 107, British com-
panies owned 103, and French and Swiss companies each
owned more than 40. (See text table 2-22.) South Korean com-
panies have a rapidly growing presence in the United States,
with 32 R&D facilities here in 1998—6 more than in 1994
and about 20 more than in 1992.

The activities of these foreign facilities were concentrated
in a relatively small number of industries. In 1998 there were
more than twice as many foreign-owned research sites for
drugs and biotechnology (116 facilities) and chemicals and rub-
ber (115 facilities) as for any other industry. Other industries for
which there were more than 50 foreign-owned facilities in the
United States included computers and computer software, high-
definition television and other electronics, instruments and medi-
cal devices, and automotive products. Japanese companies
account for most of the R&D centers in the electronics and auto-
motive industries, whereas European companies have far more
R&D sites focusing on pharmaceuticals and chemicals. A ma-
jority of the South Korean-owned facilities were devoted to re-
search on computers and semiconductors.

Foreign R&D facilities were located in 39 states but were
heavily concentrated in certain areas of the country. California
ranks first with 188 foreign R&D facilities—notably around

Silicon Valley and greater Los Angeles—but other prime loca-
tions for such sites include Detroit; Boston; Princeton, New
Jersey; and North Carolina’s Research Triangle Park. Accord-
ing to Dalton, Serapio, and Yoshida (1999), Japanese compa-
nies initially established R&D laboratories in California but
recently have been moving east. Conversely, European compa-
nies began on the East Coast and are moving west.

Foreign companies have invested in U.S.-based R&D fa-
cilities for a variety of reasons. For example, growth in foreign
automotive R&D centers on assisting the parent company in
meeting U.S. environmental regulations and customer needs (a
home-base exploiting strategy). Japanese companies in particu-
lar have expanded the scope of their R&D activities in the U.S.
in line with their expansion of auto production here. Major
factors behind the growth in foreign-owned biotechnology R&D
facilities (much of which has resulted from the acquisition of
U.S. firms) include the favorable research environment in the
U.S. (especially relative to the situation in countries that are
less hospitable to genetics-based R&D) and the availability of
trained scientists to do the research (a home-base augmenting
strategy). Much of the foundation for the U.S. competitive ad-
vantage in health care and life science research was laid by
decades of substantial public R&D investments.
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�There were 12.5 million people with science or engineer-
ing degrees or who were working as scientists or engi-
neers, residing in the United States as of April 1997—
10.6 million in the workforce. Of these 10.6 million indi-
viduals working in the United States in 1997, the vast
majority (10.1 million) held at least one university degree
in a science or engineering field. About 30 percent (3.1
million) of the 10.1 million S&E degree holders in the
workforce were also employed in S&E occupations.

�A little more than half of the 4.9 million S&E degree
holders working outside S&E in 1997 were employed
in either management-administration occupations (29
percent), sales and marketing jobs (16 percent), or non-
S&E–related teaching positions (9 percent) in 1997.
Almost 90 percent of those employed as non-S&E teach-
ers said that their work was at least somewhat related to
their S&E degree field, compared to 71 percent of manag-
ers-administrators and 47 percent of those employed in
sales and marketing jobs.

�Women made up slightly more than one-fifth (23 per-
cent) of the S&E workforce, but close to half (46 per-
cent) of the U.S. labor force in 1997. Although changes
in the NSF surveys do not permit analysis of long-term
trends in employment, short-term trends show some in-
crease in the representation of women with doctorates in
S&E employment: women represented 23 percent of sci-
entists and engineers with doctorates in the United States
in 1997. In 1993, they represented 20 percent and in 1995,
22 percent.

�By age 63, 50 percent of S&E bachelor’s and master’s
degree holders were not working full-time. For S&E
Ph.D. holders, this 50 percent mark is not reached until
three years later, at age 66. By age 70, only 10 percent of
bachelor’s and master’s degree holders and 20 percent of
Ph.D. holders were working full-time.

�With current retirement patterns, the total number of
retirements among S&E degreed workers will dramati-
cally increase over the next 10–15 years. This will be
particularly true for Ph.D. holders because of the steep-
ness of their age profile.

�The private for-profit sector is by far the largest em-
ployer of S&E workers. In 1997, 73 percent of scientists
and engineers who had bachelor’s degrees and 60 percent
of those with master’s degrees were employed in a private,
for-profit company. The academic sector was the largest
sector of employment for those with doctorates (49 per-
cent), but only 32 percent of S&E doctorates were in

tenure-track positions at four-year institutions. Sectors
employing smaller numbers of S&E workers included edu-
cational institutions other than four-year colleges and uni-
versities, nonprofit organizations, and state or local gov-
ernment agencies.

�In 1993 only 28.5 percent of college graduates employed
in computer occupations had computer science degree.
This rose to 45.2 percent of those in computer occupa-
tions who were under age 30.

�In 1997 the median annual salary of employed S&E
bachelor’s degree holders was $52,000; for master’s re-
cipients, it was $59,000 and for doctorate holders
$62,000. Engineers commanded the highest salaries at each
degree level. The second highest salaries were earned by
computer and mathematical scientists at the bachelor’s and
master’s levels, and physical scientists and computer and
mathematical scientists at the doctorate level. The lowest
median salaries were reported for social scientists at each
degree level.

�Aggregate measures of labor market conditions changed
only slightly for recent doctoral recipients in S&E, de-
fined here as those one to three years after their de-
gree. Unemployment fell from 1.9 percent for a similar
graduation cohort in 1995 to 1.5 percent in 1997. At the
same time, the proportion of recent Ph.D. recipients re-
porting that they were either working outside their fields
because jobs in their fields were not available, or were
involuntarily working part-time, rose slightly from 4.3
percent to 4.5 percent.

�With the exception of young fields, such as computer
sciences (where 70 percent of degree holders are under
age 40), the greatest population density of individuals with
S&E degrees occurs between age 40 and 49. The aging
of the S&E workforce has both positive and negative im-
plications for different aspects of research productivity,
and presages a rapid increase in the number of S&E work-
ers of all degree levels reaching traditional retirement ages.

�In April 1997, 26.1 percent of holders of doctorates in
S&E in the United States were foreign born. The lowest
percentage of foreign-born doctorates was in psychology
(7.2 percent), and the highest was in civil engineering (52.0
percent). Almost one-fifth (19.2 percent of those with
master’s degree in S&E were foreign born. Even at the
bachelor’s degree level, 9.7 percent of those with S&E de-
grees were foreign born—with the greatest proportion in
chemistry (15.9 percent), computer sciences (15.6 percent),
and across all engineering fields (14.9 percent).
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Introduction
In 1947, the Steelman report discussed the science and

engineering (S&E) labor force in a chapter entitled “Man-
power: The Limiting Resource,” in which it stated that re-
search and development (R&D) activities were limited by “the
availability of trained personnel, rather than the amount of
money available.” It reported the pool of scientists and “re-
search engineers” in the United States to be 137,000, of whom
25,000 had doctorates. In 1997, the National Science Foun-
dation (NSF) estimated that there were 3.1 million workers
in S&E occupations and a total of 10.1 million workers with
S&E degrees.1 In spite of these larger numbers of S&E work-
ers, there is more of a debate today as to whether the size of
the S&E workforce is a constraint on new knowledge, inno-
vation, and technological advancement. It should be noted,
however, that the vast majority of those with S&E degrees,
particularly at the graduate level, are employed in jobs that
are relevant to their degrees, and intensive technical knowl-
edge finds uses in many places outside the laboratory.

This chapter first examines the major indicators and char-
acteristics of the S&E labor force. Information on the sex
and racial or ethnic composition of the S&E workforce is pre-
sented next, followed by a description of the labor market
conditions for recent bachelor’s, master’s, and doctoral S&E
degree recipients. A discussion of the impact of age and re-
tirement on the S&E labor force is presented next. The chap-
ter also provides data on the projected demand for S&E
workers over the 1998–2008 decade. It concludes with a brief
section on foreign-born scientists and engineers, and presents
comparisons regarding international R&D employment.

Selected Characteristics
of the S&E Workforce

The data in this section are from the NSF’s Scientists and
Engineers Statistical data system (SESTAT), which is a uni-
fied database primarily containing information on the em-
ployment, education, and demographic characteristics of
individuals with S&E degrees in the United States. (See NSF
1999f.)2,3

How Large Is the U.S. S&E Workforce?
Estimates of the size of the U.S. S&E labor force can vary

dramatically depending on what criteria are used to define a sci-
entist or engineer. (See the sidebar, “Who Is a Scientist or Engi-
neer?”) Educational degree levels and fields, occupational
categories, or a combination of these factors may all be taken
into account.4 In 1997, more than 12.5 million people in the
United States either held degrees in science or engineering or
were working as scientists or engineers. (See appendix table 3-
1.) The number of individuals holding a college degree in an
S&E field in 1997 exceeded by a large margin the number of
persons working in an S&E occupation because many S&E de-
gree holders were not working in an S&E field. Numerous indi-
viduals were also working in S&E occupations who were
educated in fields not considered science or engineering related.

Basic Characteristics

Including those either with science or engineering degrees
or in science or engineering occupations, approximately 12.5
million scientists and engineers were residing in the United
States as of April 1997.5 Only 84 percent (10.6 million) of
these individuals, however, were in the workforce. (See ap-
pendix table 3-1.) The remainder were either unemployed, but
seeking work (193,700), or were not in the labor force (1.75
million). Of the 10.6 million employed, the vast majority (10.1
million) held at least one college degree in a science or engi-
neering field. About 30 percent (3.1 million) of the 10.1 mil-
lion S&E degree holders in the workforce were also employed
in S&E occupations. (See text table 3-1.)

Relationship Between
Education and Occupation

Many of the Nation’s scientists and engineers hold either
multiple S&E degrees or have degrees in both S&E and non-
S&E fields. Many S&E-educated workers also routinely find
S&E-related employment in occupations not included in tra-
ditional S&E taxonomies. Of the 10.1 million S&E degree
holders in the workforce in 1997, about three-fourths (7.7
million) reported that their highest degree was in an S&E
field. (See appendix table 3-2.) Many of these individuals
(4.9 million), however, were not principally employed in a
traditional science or engineering occupation.

The likelihood of an S&E degree holder occupying an S&E
job varies by field of degree. For example, about two-thirds
(66 percent) of S&E degree holders whose highest degrees
were in engineering fields were employed in an S&E job in

1Although this clearly shows great growth in science and engineering (S&E)
education and employment, these numbers probably should not be used to
estimate an exact 50-year growth rate. It is not immediately clear how the
Steelman estimates were made, and the 1947 number may exclude many
classes of workers included in the 1997 NSF estimate.

2Selected tables, copies of questionnaires, data quality control informa-
tion, and the ability to perform simple tabulations from the public use ver-
sion of SESTAT data are all available from <<http://sestat.nsf.gov>>.

3SESTAT data are collected from three component surveys sponsored by
NSF and conducted periodically throughout each decade: (a) the National
Survey of College Graduates, (b) the National Survey of Recent College
Graduates, and (c) the Survey of Doctorate Recipients. SESTAT’s target popu-
lation is residents of the United States with a bachelor’s degree or higher (in
either an S&E or non-S&E field) who, as of the study’s reference period,
were:

•Noninstitutionalized,
•Not older than age 75, and
•Either degreed in science or engineering or working as a scientist or en-

gineer—that is, either had at least one bachelor’s or higher degree in an S&E

field or had a bachelor’s or higher degree in a non-S&E field and worked in
an S&E occupation as of the reference week.

For the 1997 SESTAT, the reference period was the week of April 15,
1997.

4For a detailed discussion of the S&E degree fields and occupations in
SESTAT, see NSF 1999a.

5This number includes all people who have ever received a bachelor’s de-
gree or higher in an S&E field, plus people holding a non-S&E bachelor’s or
higher degree who were employed in an S&E occupation during either the
1993, 1995, or 1997 SESTAT surveys.
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1997. However, most of the S&E degree holders who received
their highest degrees in life science or social science fields (73
percent and 86 percent, respectively) were working in occupa-
tions outside the traditional S&E taxonomy, that is, “non-S&E
occupations.” (See appendix table 3-2.) About half of those
with highest degrees in computer and mathematical sciences
and physical sciences (51 percent and 46 percent, respectively)
were also employed in a non-S&E occupation in 1997.

The fact that most S&E degree holders do not work in a
strictly defined science or engineering occupation does not
mean that they are not using their S&E training. Of the 4.9
million S&E degree holders working in non-S&E jobs in 1997,
about 65 percent indicated they were working in jobs at least
somewhat related to their highest S&E degree field. (See text
table 3-2.)6 Over three-fourths of those with highest degrees
in computer and mathematical sciences who were employed
in non-S&E jobs were doing work related to their degrees,

compared to 61 percent of those whose highest degrees were
in social and physical sciences.

Out of all employed individuals whose highest degree was
in S&E, 74.8 percent said that their jobs were related to the
field of their highest degree, and 44.8 percent said their jobs
were closely related to their field.7 This can be seen in appen-
dix tables 3-3 and 3-4. The relatedness of a field of study to
an individual’s job differs in mostly predictable ways across
level of degree, years since degree, and field of degree.

Figure 3-1 shows the percentage of employed S&E degree
holders who say their jobs are closely related to their degrees
by degree level and years since degree. For the period of one
to five years after receiving their degree, 74.1 percent of S&E
doctorates say their jobs are closely related to their field of

There are many different definitions that can be use to
classify a scientist or engineer—none of which are per-
fect. For a more thorough discussion of these complex-
ities, see SESTAT and NIOEM: Two Federal Databases
Provide Complementary Information on the Science and
Technology Labor Force (NSF 1999c) and “Counting the
S&E Workforce—It’s Not that Easy” (NSF 1999d).
Different definitions are used at different places for differ-
ent analytic purposes in this report, and even more are used
in reports elsewhere. These are the three major definitions
used in this report:
� Occupation: The most common way of counting sci-

entists and engineers in the workforce is to count those
with an occupational classification that matches some
list of S&E occupations. Although there can be consid-
erable question of how well it is coded from individual
write-ins or employer classifications, occupation comes
closest to indicating what work a person is actually do-
ing. An engineer by occupation may have a engineer-
ing degree, or not, but if classified correctly will be
doing engineering work. One limitation of occupation
is that it will not capture individuals using S&E knowl-
edge, sometimes extensively, under occupational titles
such as manager, salesman, or writer.* It is not uncom-
mon for a person with a science or engineering degree
in such occupations to report that their work is closely
related to their degree, and in many cases also report
R&D as a major work activity.

� Highest degree: This is another way to classify scien-
tists and engineers if you want to count or describe the
characteristics of individuals in the labor force with for-
mal S&E training. Focusing on the field of highest (or
most recent) degree often best characterizes the train-
ing an individual is utilizing in the labor force (rather
than occupation, as discussed above). For example, it
may be more appropriate to classify a person with a
bachelor’s degree in chemistry who is employed as a
technical writer for a professional chemists society
magazine as a chemist. Using highest degree does not
solve all problems, however. For example, should a per-
son with a bachelor’s degree in biology and a master’s
degree in engineering be included among biologists or
engineers? Also, should individuals with a bachelor’s
degree in political science be counted as social scien-
tists if they also have a law degree? Many might be com-
fortable classifying by highest degree in the examples
above, but less comfortable excluding from an S&E la-
bor force analysis an individual with a bachelor’s de-
gree in engineering who also has a master’s degree in
business administration.

� Anyone with an S&E degree or occupation: Another
approach is to use both occupation and education. NSF’s
sample surveys of individual scientists and engineers
attempt to include those resident in the United States
with any science or engineering degree, or with a sci-
ence or engineering occupation.†

Who Is a Scientist or Engineer?

* In most collections of occupation data (SESTAT data mostly does
not have this problem), the generic classification of post-secondary
teacher also masks many university professors who should be included
in most concepts of the S&E workforce.

†  Those without U.S. S&E degrees are included in 1997 SESTAT data
to the extent they were in the United States in 1990, 1993, 1995, and
1997 (in the case of individuals with foreign S&E degrees) or had at least
a bachelor’s degree in some field and were working in a S&E occupation
in 1993, 1995, and 1997.

6Refers to highest degree received.

7Although this is a highly subjective self-assessment by survey respon-
dents, it may often capture associations between training and scientific ex-
pertise not evident through occupational taxonomies. For example, an
individual with an engineering degree, but with an occupation title of “sales-
man,” may still be heavily involved in using or developing technology.
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degree, compared to 65.9 percent of those with master’s de-
grees and 41.1 percent of those with bachelor’s degrees. This
relative ordering of relatedness by level of degree holds across
all years since receipt of degree. At every degree level, how-
ever, jobs generally become less closely related to field of
degree as year since degree increases.8 There may be many
reasons for this—individuals change their career interests over
time, they may gain skills in a different area while on the job,
they may move into management responsibilities, or some of
their original college training may become obsolete. Given
all of these possibilities, the career cycle decline in the rel-
evance of an S&E degree is fairly modest.

Differences in proportion for those who said their jobs were
closely related to their field of degree are shown in Figure 3-
2 for bachelor’s degree holders by major groups of S&E dis-
ciplines. At one to five years after receipt of degree, the
percentage of S&E bachelor’s degree holders who said their
jobs were closely related to field of degree ranged from 29
percent in the social sciences to 72 percent in computer sci-
ence. Between the extremes of social sciences and computer
sciences, most other S&E fields have similar percentages of
recent graduates in closely related jobs—53 percent for physi-
cal sciences, mathematical sciences, and engineering, and 45
percent for the life sciences.

Text table 3–1.
Employed scientists and engineers, by S&E employment status and field of highest degree: 1997

Total In S&E In non-S&E

Total employed ................................................  10,585,600  3,369,400  7,216,200

Total with no S&E degree ................................  528,000  294,600  233,400a

Total with S&E degree .....................................  10,057,600  3,074,800  6,982,800

S&E is highest degree .....................................  7,704,000  2,840,800  4,863,200
Computer & mathematical sciences ............  1,003,300  494,800  508,500
Life and related sciences .............................  1,204,700  326,200  878,500
Physical and related sciences ......................  619,200  334,100  285,100
Social and related sciences .........................  2,967,600  421,300  2,546,300
Engineering ..................................................  1,909,200  1,264,400  644,800

Non-S&E is highest degree .............................  2,353,600  234,000  2,119,600

aThese individuals were employed in an S&E occupation in a previous job.

NOTE: Details may not add to totals because of rounding.

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), SESTAT Surveys, 1997.

Science & Engineering Indicators – 2000

S&E Employment Status

Text table 3–2.
Persons with S&E degrees employed in non-S&E occupations, by highest degree and relationship of
degree to job: 1997

Totala Bachelor’s Master’s Doctorate

All non-S&E occupations .................... 4,863,200  3,994,800  715,300  149,700

Percent

Total .................................................... 100.0 100.0 100.0 100.0

Closely related .................................... 32.4 29.2 46.9 48.4
Somewhat related ............................... 32.3 32.4 31.5 33.7
Not related .......................................... 35.3 38.5 21.6 18.0

a Includes professional degrees.

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), SESTAT surveys, 1997.

Science & Engineering Indicators – 2000

8One exception to this is for Ph.D. holders more than 25 years after de-
gree, for whom the percent in closely related jobs increases. This may reflect
differences in retirement rates.
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Employment in Non-S&E Occupations
A little over half of the 4.9 million S&E degree holders

working outside S&E occupations in 1997 were employed in
either management-administration occupations (29 percent),
sales and marketing jobs (16 percent) or non-S&E related
teaching positions (9 percent) in 1997. (See text table 3-3.)
Almost 90 percent of those employed as non-S&E teachers
said that their work was at least somewhat related to their
S&E degree field, compared to 71 percent of managers-ad-

ministrators and 47 percent of those employed in sales and
marketing jobs.

About 82 percent of the 4.9 million S&E degree holders
not working in S&E occupations in 1997 reported their high-
est degree as a bachelor’s degree, while 15 percent listed a

Percent

Figure 3-1.
Percentage of S&E degree holders in jobs “closely
related” to their degrees

See appendix table 3-3. Science & Engineering Indicators – 2000
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S&E bachelor’ s degree holders in jobs “closely 
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Text table 3–3.
Persons with S&E as highest degree employed in non-S&E occupations, by occupation and relationship of
degree to job: 1997

Closely Somewhat Not
Occupation Total Total related related related

Total non-S&E occupations ...........................  4,863,200  100.0 32.4 32.3 35.3

Managers and administrators ........................  1,405,000  100.0 29.7 41.4 28.8
Health and related occupations .....................  294,800  100.0 61.0 23.4 15.6
Non-S&E teachers .........................................  454,300  100.0 66.9 20.4 12.6
Non-S&E postsecondary teachers ................  48,700  100.0 68.4 21.7 9.9
Social services occupations ..........................  270,800  100.0 60.1 29.1 10.8
Technologists and technicians .......................  309,800  100.0 44.9 33.6 21.5
Sales and marketing occupations .................  757,500  100.0 10.2 36.8 53.0
Art and humanities occupations ....................  114,800  100.0 19.2 36.8 43.9
Other non-S&E occupations ..........................  1,207,500  100.0 19.8 25.7 54.4

NOTE: Details may not add to totals because of rounding.

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), SESTAT surveys, 1997.

Science & Engineering Indicators – 2000

Relationship of highest degree to job

Percent
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master’s degree and 3 percent a doctorate. Approximately
three-fifths of bachelor’s degree holders reported that their
jobs were closely related to their highest degree field, com-
pared to four-fifths of both doctorate and master’s S&E de-
gree recipients.

Employment in S&E Occupations
Of the 7.7 million scientists and engineers in the workforce

in 1997 whose highest degrees were in an S&E field, a little
more than a third (2.84 million) were principally employed in
S&E jobs. Additionally, there were 234,000 individuals with
S&E degrees whose highest degrees were in a non-S&E field
who were also employed in S&E occupations. There were
also 294,600 college-educated individuals employed in S&E
occupations that held no degrees in an S&E field.

Altogether, approximately 3.4 million individuals were
employed in an S&E occupation in 1997. (See appendix table
3-5.) Engineers represented 41 percent (1.37 million) of the
S&E positions, followed by computer and mathematical sci-
entists with 31 percent (1.04 million) of the total. Physical
scientists accounted for less than 10 percent of those working
in S&E occupations in 1997. By subfield, electrical engineers
made up about one-fourth (365,000) of all those employed as
engineers, while biological scientists accounted for a little
over one-half (182,000) of the employment in the life sci-
ences. In the physical and social science occupations, chem-
ists (120,000) and psychologists (182,000) were the largest
occupational subfields, respectively.

Almost 57 percent of the individuals employed in S&E
jobs reported their highest degree type as a bachelor’s de-
gree, while 29 percent listed a master’s degree and 14 percent
a doctorate. Other first professional degrees were reported as
the highest degree type by about 1 percent. Almost half of
those with bachelor’s degrees were employed as engineers.
(See text table 3-4.) Another 35 percent of bachelor’s degree
holders had jobs as computer and mathematical scientists.
These occupations were also the most prevalent among those
with master’s degrees (39 percent and 31 percent, respec-
tively). Most doctorate holders were employed as social sci-

entists (27 percent), life scientists (25 percent) and physical
scientists (18 percent). (See the sidebar, “How Important Is
Temporary Work for Scientists and Engineers?”) (See also
the sidebar, “Data on Recent Ph.D. Recipients in Professional
Society Data.”)

Unemployment
Of the approximately 3.5 million scientists and engineers

in the labor force in 1997, only 1.5 percent (52,900) were
unemployed. (See figure 3-4.)9 This compares with 4.9 per-
cent for the U.S. labor force as a whole in 1997 and 2.0 per-
cent for all professional specialty workers. The highest
unemployment rates were for life scientists (2.2 percent) and
the lowest for social scientists (1.0 percent). By degree level,
1.6 percent of the scientists and engineers whose highest de-
gree was a bachelor’s degree were unemployed, compared to
1.4 percent of those with master’s degrees or a doctorate. It
should be remembered, however, that the unemployment rate
is a poor indicator of labor market conditions for highly edu-
cated workers—it does not measure how well their employ-
ment uses their training.

Sector of Employment
The private for-profit sector is by far the largest employer

of S&E workers. In 1997, 73 percent of scientists and engi-
neers with bachelor’s degrees and 60 percent of those with
master’s degrees were employed in a private, for-profit com-
pany. (See appendix table 3-6.) The academic sector was the
largest sector of employment for those with doctorates (49
percent). Sectors employing smaller numbers of S&E work-
ers include educational institutions other than four-year col-
leges and universities, nonprofit organizations, and state or
local government agencies.

Text table 3–4.
Percentage distribution of employed scientists and engineers by broad occupation and highest degree: 1997
(Percent)

Totala Bachelor’s Master’s Doctorate

All S&E occupations ..................................... 100.0 100.0 100.0 100.0

Computer and math scientists ..................... 30.8 35.2 31.2 13.0
Life and related scientists ............................ 9.5 6.5 7.3 24.6
Physical and related scientists .................... 8.5 6.9 7.1 18.4
Social and related scientists ........................ 10.4 3.5 15.6 26.6
Engineers ..................................................... 40.8 47.8 38.8 17.5

a Includes professional degrees.

See appendix table 3–6. Science and Engineering Indicators – 2000

9The unemployment rate is the ratio of those who are unemployed and
seeking employment to the total labor force (that is, those who are employed
plus those who are unemployed and seeking employment). Those who are
not in the labor force (that is, those who are unemployed and not seeking
employment) are excluded from the denominator. For unemployed individu-
als, occupation is for their last reported job.
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Among S&E occupations, there was a wide variation in
the proportions of scientists and engineers employed in pri-
vate for-profit industry. While nearly three-fourths of both
computer and mathematical scientists and engineers were
employed in this sector, only one-fourth of life scientists and
one-fifth of social scientists were so employed in 1997. Edu-
cational institutions employed the largest proportion of life
scientists (48 percent) and social scientists (45 percent).

Salaries
In 1997 the median annual salary of bachelor’s degree

holders employed in S&E occupations was $52,000; for
master’s recipients it was $59,000 and for doctorate holders
$62,000. (See figure 3-5 and appendix table 3-7.) Engineers
commanded the highest salaries at each degree level. The sec-
ond highest salaries were earned by computer and mathemati-
cal scientists at the bachelor’s and master’s levels, and physical
scientists and computer and mathematical scientists at the
doctorate level. The lowest median salaries were reported for
social scientists at each degree level.

Median salaries for scientists and engineers were higher
for those with more years since completion of their highest
degree. For example, individuals who earned their bachelor’s
or master’s degrees five to nine years ago earned about $12,000
and $8,000 less, respectively, in 1997 than those who received
these degrees 15–19 years ago. For doctorate holders, the dif-
ference between the two groups in terms of years since re-
ceipt of degree was $14,000. (See appendix table 3-8.)

Who Performs R&D?

Although individuals with an S&E education can use that
knowledge in a great many other ways—for example, teach-
ing, writing, evaluating, and testing—there is a special inter-
est in those engaged in research and development (R&D).
Figure 3-6 shows the distribution of individuals with S&E
degrees who reported R&D as a major work activity by level
of degree.10 Those with doctorates comprise only 5.6 percent
of all with S&E degrees, but 13.0 percent of those reporting
major R&D activities. Despite this, a majority of the S&E
degree holders that report major R&D activities have only
bachelor’s degrees (55.5 percent). Another 28.5 percent have
master’s degrees, and 2.9 percent have professional degrees
(mostly in medicine). Figure 3-7 shows the distribution of
individuals with S&E degrees who reported R&D as a major
work activity by field of highest degree. Those whose highest
degree is in engineering constitute more than one-third (34.9
percent) of those reporting major R&D work activities. No-
tably, 13.0 percent do not have their highest degree in an S&E
field. In most cases, this is a person with an S&E bachelor’s
degree and a higher degree in a professional field, such as
business, medicine, or law.

The involvement of S&E Ph.D. recipients in R&D as a
major work activity is shown by field of degree and years
since receipt of Ph.D. in figure 3-8. The highest R&D rates
over the career cycle are found in the physical S&E. The low-
est R&D rates are in the social sciences. While the percent-
age of employed Ph.D. recipients with R&D as a major work
activity does decline with years since degree, it remains above
50 percent in most fields. A steeper decline might have been

How Important Is Temporary Work
for Scientists and Engineers?

One common form of flexible work arrangement in
the general labor force is the temporary help firm. Al-
though best known as a way for businesses to hire tem-
porary clerical help, major temporary help firms have
long included scientists, engineers, and technicians
among the workers whom they offer to other businesses
on a temporary basis. How important is temporary work
as a source of employment for those with S&E degrees?
The answer appears to be “not very” for most S&E de-
gree holders. Figure 3-3 shows the percentage of S&E
degree holders who in 1997 reported being employed by
a temporary help or employment agency. The greatest
use of temporary firms occurs for those within just one
to five years since receipt of their degrees (1.7 percent)
and for those with more than 35 years since receipt of
their degrees (1.6 percent). Only about one-third of those
with temporary agency jobs are employed in S&E occu-
pations. Ph.D. recipients are less likely than those with
other S&E degrees to work for a temporary agency—
only 0.4 percent even within one to five years since re-
ceipt of degree.

Percent

Figure 3-3.
S&E degree holders working through a temporary 
help or employment agency: 1997

See appendix table 3-20. Science & Engineering Indicators – 2000
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10Counts of full-time equivalent R&D workers in the United States are
based largely on NSF/SRS surveys of employers, rather than the self-re-
ported R&D activity reported in SESTAT that is used here. The comparative
advantage of the SESTAT data is the ability to know the characteristics of
the individuals involved. Major work activity is defined here as an activity
on which an individuals reports spending the most, or the second most, total
hours.
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Percent

Figure 3-4.
Unemployment rates of scientists and engineers by broad occupation and highest degree: 1997

See appendix table 3-5.

NOTE: Individuals are characterized as scientists or engineers based on their current occupation of employed, or on their last reported occupation if 
unemployed. These figures do not reflect those S&E degree holders employed in non S&E occupations.

a Includes professional degrees.
Science & Engineering Indicators – 2000
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Figure 3-5.
Median annual salaries of employed scientists and engineers by broad occupation and highest degree: 1997

See appendix table 3-8.

NOTE: Individuals are characterized as scientists or engineers based on their current occupation.
a Includes professional degrees.
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expected, which may reflect a normal career process of move-
ment into management or into other career interests.

Women and Minorities in S&E
This section examines the participation and employment

characteristics of women and minorities in the S&E labor force
in 1997. Representation is examined, in most cases, in terms
of age, time in workforce, field of employment, and highest
degree level.11 These factors influence employment patterns.

To the extent that men and women, minorities, and
nonminorities differ on these factors, their employment pat-
terns are likely to differ as well.

Within the S&E labor force, the age distributions of women
compared to men, and of minorities compared to the major-
ity, are quite different. Because large numbers of women and
minorities have entered S&E fields only relatively recently,
women and minority men are generally younger and have
fewer years of experience. (See appendix table 3-9.) Age or
stage in career is an influence on such employment-related
factors as salary, rank, tenure, and work activity. Employment
patterns also vary by field, and these field differences may
influence employment in S&E jobs, unemployment, salaries,
and work activities. Highest degree earned is also an impor-
tant influence on employment, particularly on primary work
activity and salary.

Women Scientists and Engineers

Representation in S&E
Women were slightly more than one-fifth (23 percent) of

the S&E workforce, but close to half (46 percent) of the U.S.
labor force in 1997. Although changes in the NSF surveys do
not permit analysis of long-term trends in employment, short-
term trends show some increase in the representation of
women with doctorates in S&E employment: women repre-
sented 23 percent of scientists and engineers with doctorates
in the United States in 1997. (See appendix table 3-10.) In
1993, they represented 20 percent and in 1995 22 percent.1211Throughout this section, scientists and engineers are defined in terms of

field of employment, not degree field.

Percent

Figure 3-6.
Distribution of S&E R&D workers by degree level

See appendix table 3-26.     Science & Engineering Indicators – 2000
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Distribution of S&E R&D workers by field of 
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Work Experience
Many of the differences in employment characteristics

between men and women are partially due to differences in
time since receipt of degree. Women in the S&E workforce
are younger, on average, than men: 49 percent of women and
35 percent of men employed as scientists and engineers in
1997 had received their degrees within the previous 10 years.

Field of S&E Occupation
As is the case in degree fields, women and men differ in

field of employment. Women are more highly represented in
some S&E fields than in others. For example, women were
more than half of social scientists, but only 22 percent of physi-
cal scientists and 9 percent of engineers. (See figure 3-9.)
Within engineering, women are also more highly represented
in some fields than in others, For example, women represented
12 percent of chemical and industrial engineers, but only 6
percent of aerospace, electrical, and mechanical engineers.

Educational Background
In many occupational fields, women scientists have at-

tained a lower level of education than men. In the science
workforce as a whole, 16 percent of women and 20 percent of
men hold doctoral degrees. In biology, 26 percent of women
and 42 percent of men hold doctoral degrees; in chemistry,
14 percent of women and 28 percent of men hold doctoral
degrees; and in psychology, 24 percent of women and 40 per-
cent of men hold doctoral degrees. Differences in highest de-

gree influence the type of work performed, employment in S&E
jobs, and salaries. In engineering, only about 5 percent of both
men and women have doctoral degrees. (See NSF 1999b.)

Labor Force Participation,
Employment, and Unemployment

Men scientists and engineers are more likely than women
to be employed full-time and to be employed in their field of
highest degree. Women are more likely than men to be em-
ployed part time, and to be employed outside their field. Some
of these differences may reflect differences in the age distri-
butions of men and women or family-related reasons, such as
the demands of a spouse’s job or the presence of children.

The labor force participation rates of men and women with
current or former S&E occupations are similar—87 percent
of women and 88 percent of men are in the labor force. (See
appendix table 3-11.) Conversely, 13 percent of women and
12 percent of men are not in the labor force—that is, not work-
ing and not seeking employment. Among those in the labor
force, moreover, unemployment rates of men and women sci-
entists and engineers varied somewhat: 2.2 percent of women
and 1.4 percent of men were unemployed in 1997.

Sectors of Employment
Within fields, women are about as likely as men to choose

industrial employment. For example, among physical scien-
tists, 54 percent of women and 55 percent of men are em-
ployed in business or industry. (See appendix table 3-12.)
Among employed scientists and engineers as a whole, how-
ever, women are less likely than men to be employed in busi-
ness or industry and are more likely to be employed in
educational institutions: 49 percent of women and 67 percent
of men are employed in for-profit business or industry and
27 percent of women and 15 percent of men are employed in
educational institutions. These differences in sector, however,
are mostly related to differences in field of degree. Women
are less likely than men to be engineers or physical scientists,
who tend to be employed in business or industry.

Salaries
In 1997, the median annual salary for women scientists

and engineers was $47,000, about 20 percent less than the
median salary for men ($58,000). (See figure 3-10 and ap-
pendix table 3-8). The salary differential could be due in part
to several factors. Women were more likely than men to be
working in educational institutions and in social science oc-
cupations, in nonmanagerial positions, and to have fewer years
since receipt of degree, all of which are related to salary dif-
ferences. Among scientists and engineers in the workforce
who have held their degrees five years or less, the median
annual salary of S&E women was 83 percent of that for men.

The salary differential varied greatly by broad field. In
computer and mathematical science occupations in 1997,
women’s salaries were approximately 12 percent less than
men’s, whereas there was a 24 percent salary difference in
social science and life science occupations. As with men,

12For 1995 figures, see Women, Minorities, and Persons with Disabilities
in Science and Engineering: 1998 (NSF 1996, p. 99). For 1993 figures, see
Women, Minorities, and Persons with Disabilities in Science and Engineer-
ing: 1996 (NSF 1999b, p. 63).

Figure 3-9.
Proportion of women in S&E workforce by broad 
occupation: 1997

See appendix table 3-10. Science & Engineering Indicators – 2000

Percent

0 10 20 30 40 50 60

Engineers

Social and
related scientists

Physical and
related scientists

Life and related
scientists

Computer and
math scientists

All S&E 
occupations



3-12 � Chapter 3. Science and Engineering Workforce

women earned the highest median salary in computer and
mathematical sciences ($51,000) and the lowest in life sci-
ences ($37,000).

Racial or Ethnic Minority
Scientists and Engineers
Representation in S&E

With the exception of Asians, minorities are a much smaller
proportion of scientists and engineers in the United States
than they are in the total U.S. population.13,14 Asians com-
prised 10 percent of scientists and engineers in the United
States in 1997, although they were 4 percent of the U.S. popu-
lation. Blacks (12 percent), Hispanics (11 percent), and Ameri-
can Indians (1 percent) as a group were 24 percent of the U.S.
population and 7 percent of the total S&E labor force in 1997.15

Blacks and Hispanics each comprised about 3 percent and

Native Americans less than half of 1 percent of scientists and
engineers. (See appendix table 3-13.)

Work Experience
The work experience of minority scientists and engineers,

including Asians, differs from that of white scientists and
engineers. As noted earlier, these differences influence dif-
ferences in employment characteristics. About 36 percent of
white scientists and engineers employed in 1997 had received
their degrees within the previous 10 years, compared with
between 47 and 52 percent of Asian, black, and Hispanic sci-
entists and engineers. (See appendix table 3-14.)

Field of S&E
Black, Asian, and American Indian scientists and engineers

are concentrated in different fields than white and Hispanic
scientists and engineers. Asians are less represented in social
sciences than they are in other fields. They represented 4 per-
cent of social scientists, but more than 10 percent of engi-
neers and computer scientists. Black scientists and engineers
work more in social sciences and in computer and mathemati-
cal sciences than in other S&E fields. They represent 5 per-
cent of social scientists, 4 percent of computer and
mathematical scientists, and roughly 3 percent or less of physi-
cal scientists, life scientists, and engineers. Although the num-
bers are small, American Indians appear to be more
concentrated in the social sciences. They represent 0.6 per-
cent of social scientists and 0.4 percent or less of workers in
other fields. Hispanics represent roughly 2.5 to 4 percent of
scientists and engineers in each field.

13The term “minority” includes all groups other than white; “under-
represented minorities” include three groups whose representation in S&E
is less than their representation in the population: blacks, Hispanics, and
American Indian/Alaska Natives. In accordance with Office of Management
and Budget guidelines, the racial or ethnic groups described in this section
will be identified as white and non-Hispanic; black and non-Hispanic; His-
panic; Asian or Pacific Islander; and American Indian/Alaskan Native. In
text and figure references, these groups will be referred to as white, black,
Hispanic, Asian, and American Indian.

14The data reported in this section include all in S&E occupations, regard-
less of citizenship or country of origin, unless otherwise noted.

15The S&E fields in which blacks, Hispanics, and American Indians earn
their degrees influence participation in the S&E labor force. Blacks, Hispan-
ics, and American Indians are disproportionately likely to earn degrees in
the social sciences (included by NSF as degrees in S&E) and to be employed
in social services occupations, such as social work, clinical psychology, that
are defined by NSF as non-S&E occupations. See NSF 1999a for NSF’s
classification of S&E educational and occupational fields.

All S&E
occupations

Computer and
math scientists

Life and 
related scientists

Physical and 
related scientists

Social and 
related scientists

Engineers
0

10,000

20,000

30,000

40,000

50,000

60,000

70,000

80,000

Dollars

Figure 3-10.
Median annual salaries of employed scientists and engineers, by broad occupation and sex: 1997

NOTE: Individuals are characterized as scientists or engineers based on their current occupation.

See appendix table 3-8.
Science & Engineering Indicators – 2000
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Educational Background
The educational attainment of scientists and engineers dif-

fers among racial or ethnic groups. Black scientists and engi-
neers, on average, have a lower level of education than
scientists and engineers of other racial or ethnic groups. Black
scientists and engineers are more likely than white, Hispanic,
or Asian scientists and engineers to have a bachelor’s degree
as the terminal degree: 64 percent of black scientists and en-
gineers in the U.S. workforce have a bachelor’s degree as the
highest degree compared to 57 percent of all scientists and
engineers in 1997. (See appendix table 3-10.)

Labor Force Participation,
Employment, and Unemployment

Labor force participation rates vary by race or ethnicity.
Minority scientists and engineers were more likely than whites
to be in the labor force, that is, employed or looking for em-
ployment. Between 91 and 95 percent of black, Asian, His-
panic, and American Indian scientists and engineers were in
the labor force in 1997, compared with 87 percent of white
scientists and engineers. (See appendix table 3-13.) Age dif-
ferences are part of the explanation. White scientists and en-
gineers are older, on average, than scientists and engineers of
other racial or ethnic groups: 25 percent of white scientists
and engineers were age 50 or older in 1997, compared with
between 15 and 18 percent of Asians, blacks, and Hispanics.
Among those in similar age groups, the labor force participa-
tion rates of white and minority scientists and engineers are
similar. (See NSF 1999b.)

Although minorities, for the most part, are less likely to be
out of the labor force, among those who are in the labor force,
minorities are more likely to be unemployed. In 1997, the
unemployment rate of white scientists and engineers was sig-
nificantly lower than that of other racial or ethnic groups.
The unemployment rate for whites was 1.4 percent, compared
with 2.6 percent for Hispanics, 1.9 percent for blacks, and
2.0 percent for Asians. The differences in unemployment rates
were evident within fields of S&E, as well as for S&E as a
whole. For example, the unemployment rate for white engi-
neers was 1.6 percent; for black and Asian engineers, it was
2.5 percent and 2.1 percent, respectively.

Sectors of Employment
Racial or ethnic groups differ in employment sector, partly

because of differences in field of employment. Among em-
ployed scientists and engineers in 1997, 57 percent of black,
58 percent of Hispanic, and 50 percent of American Indian,
compared with 63 percent of white and 67 percent of Asian
scientists and engineers were employed in for-profit business
or industry. Blacks and American Indians are concentrated in
the social sciences, which are less likely to offer employment
in business or industry, and are underrepresented in engineer-
ing, which is more likely to offer employment in business or
industry. Asians, on the other hand, are overrepresented in
engineering and thus are more likely to be employed by
private for-profit employers.

Black, Hispanic, and American Indian scientists and engi-
neers are also more likely than other groups to be employed
in government (Federal, state, or local): 22 percent of black,
16 percent of Hispanic, and 19 percent of American Indian
scientists and engineers were employed in government in
1997, compared with 13 percent of white and 12 percent of
Asian scientists and engineers.

Salaries
Salaries for scientists and engineers vary somewhat among

racial or ethnic groups. Among all scientists and engineers,
the median salaries by racial or ethnic group are $55,000 for
whites and Asians, $48,000 for blacks, $50,000 for Hispan-
ics, and $46,000 for American Indians. (See figure 3-11 and
appendix table 3-16.) Within fields and age categories, me-
dian salaries of scientists and engineers by race or ethnicity
are not dramatically different and do not follow a consistent
pattern. For example, the median salary of engineers with
bachelor’s degrees who are between the ages of 20 and 29
ranged from $40,000 for Hispanics to $44,000 for Asians.
Among those between the ages of 40 and 49, the median sal-
ary ranged from $55,000 for Hispanics to $62,600 for whites.
Looking at time in the work force, the median salary of engi-
neers with bachelor’s degrees in 1997 who had received their
degree within the last five years was $40,000 for all ethnicities.
(See appendix table 3-17.) Among those who had received
their degrees 20–24 years before, the median salary was ap-
proximately $65,000 for all ethnicities.

Labor Market Conditions
for Recent S&E Degree-Holders

Bachelor’ s and Master’ s Degree Recipients16

Recent S&E bachelor’s and master’s degree recipients form
a key component of the Nation’s S&E workforce; they ac-
count for almost half the annual inflow to the S&E labor
market. The career choices of recent graduates and their en-
try into the labor market affect the balance between the sup-
ply of and demand for scientists and engineers in the United
States. Analysis of the workforce status and other character-
istics of recent S&E graduates can yield valuable labor mar-
ket information.

This section provides several labor market measures that
offer useful insights into the overall supply and demand con-
ditions for recent S&E graduates in the United States. Among
these measures are median annual salaries, unemployment
rates, and in-field employment rates.

16Data for this section are taken from the 1997 National Survey of Recent
College Graduates. This survey collected information on the 1997 workforce-
other status of 1995 and 1996 bachelor’s and master’s degree recipients in
S&E fields. Surveys of recent S&E graduates have been conducted bienni-
ally for NSF since 1978. For information on standard errors associated with
survey data, see NSF (in press, a).
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Median Annual Salaries
In 1997, the highest median annual salaries for recent full-

time employed graduates with bachelor’s degrees in the sci-
ences went to those with degrees in computer and information
sciences ($37,700), and the highest salaries among those with
degrees in engineering went to those with degrees in electri-
cal, electronics, computer, and communications engineering
($40,500). (See appendix table 3-18.)

The same pattern was true among recent graduates with
master’s degrees. The highest median annual salaries went to
graduates with master’s degrees in computer and information
sciences ($51,200) and electronics, computer, and communi-
cations engineering ($55,000).

School versus Employment
Approximately one-fifth of 1995 and 1996 bachelor’s and

master’s graduates were enrolled in graduate school on a full-
time basis in 1997. Students who had majored in the physical
and related sciences and the life and related sciences were
more likely to be in graduate school as full-time students than
were graduates with degrees in computer and information
sciences or engineering. (See appendix table 3-18.)

Employment Related to Field of Degree
Although individuals use college degrees to enter a wide

variety of career paths, the extent to which their employment
is related to their degrees may be one indicator of the voca-
tional relevance of a degree. Across all fields of S&E in 1997,
70.4 percent of recent bachelor’s degree graduates and 91.4
percent of recent master’s degree graduates said their jobs
were related to their field of degree (appendix tables 3-3 and
3-4). At the bachelor’s level, employment related to field of
degree for recent S&E graduates varied from 58.8 percent in

the social sciences to 92.9 percent in computer sciences and
89.3 percent in engineering. At the master’s degree level, there
is much less variation by field of degree—ranging from 87.6
percent of recent master’s degree graduates in social sciences
saying their jobs are related to their degrees, to 97.9 percent
of recent computer sciences master’s degree graduates.

Employment Sectors
The private, for-profit sector is by far the largest employer

of recent bachelor’s and master’s S&E degree recipients. (See
text table 3-5.) In 1997, 66 percent of bachelor’s degree re-
cipients and 59 percent of master’s degree recipients were
employed in private, for-profit companies. The academic sec-
tor has been the second largest employer of recent S&E gradu-
ates. Master’s degree recipients were more likely to be
employed in four-year colleges and universities (9 percent)
than were bachelor’s degree recipients (5 percent). The Fed-
eral sector employed only 7 percent of S&E master’s degree
recipients and 4 percent of S&E bachelor’s degree recipients
in 1997. Engineering graduates are more likely to find em-
ployment in the Federal sector than science graduates. Other
sectors employing small numbers of recent S&E graduates
include educational institutions other than four-year colleges
and universities, nonprofit organizations, and state and local
government agencies.

Recent Doctoral Degree Recipients
Concerns about the labor market for workers with doctor-

ates in S&E often focus on recent Ph.D. recipients entering
the labor market and attempting to begin a career. Although
the vast majority of S&E Ph.D. recipients find work that is
related to their degrees, there is concern that fewer opportu-
nities may make doctoral level science careers less desirable.

Dollars

Figure 3-11.
Median annual salaries of scientists and engineers, by broad occupation and race/ethnicity: 1997

NOTE: Individuals are characterized as scientists or engineers based on their current occupation.

See appendix table 3-16.
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Since the 1950s, the Federal Government has actively en-
couraged graduate training in science through a number of
mechanisms. Real or perceived labor market difficulties for
new Ph.D. scientists and engineers, however, could have vari-
ous adverse effects on the health of scientific research in the
United States. If labor market difficulties are real but tempo-
rary, promising students may be discouraged from pursuing
degrees in S&E fields. Eventually, this circumstance could
reduce the ability of industry, academia, and government to
perform R&D, transfer knowledge, or perform many of the
other functions of scientists in the modern economy. If labor
market difficulties are long term, restructuring may need to
take place within graduate education both to maintain high-
quality research and to prepare students better for a wider
range of career options. In either case, when much high-level
human capital goes unused, society loses opportunities for
new knowledge and economic advancement, and individuals
feel frustrated in their careers.

Most individuals who complete an S&E doctorate are look-
ing for more than just steady employment at a good salary.
Their technical and problem-solving skills make them highly
employable, but the opportunity to do the type of work they
want and for which they have been trained is important to
them. For that reason, no single measure can describe well
the S&E labor market. Some of the available labor market
indicators are discussed below.17

17Data on recent Ph.D. recipients presented here comes from the NSF/
SRS 1993, 1995, and 1997 Survey of Doctorate Recipients, a component of
the SESTAT data file that contains a 1/11 sample of S&E Ph.D. holders
from U.S. schools. Ph.D. holders from foreign institutions were not included.

Aggregate measures of labor market conditions changed
only slightly for recent doctorate recipients in S&E (defined
here as those one to three years after their degree). Unem-
ployment fell from 1.9 percent for a similar graduation co-
hort in 1995 to 1.5 percent in 1997. (See text table 3-6.) At
the same time, the proportion of recent Ph.D. recipients report-
ing that they were either working outside their field because a
job in their field was not available, or that they were involun-
tarily working part-time, rose slightly from 4.3 percent to 4.5
percent. These aggregate numbers mask a number of changes—
both positive and negative—in a number of individual disci-
plines. In addition, in many fields the involuntarily out of field
(IOF) and unemployment rates moved in opposite directions.
In many ways, whether highly skilled individuals who are un-
able to get the type of employment they desire become unem-
ployed or accept employment outside their field, may reflect
the type of expectations they have of the labor market.

Unemployment Rates
Even compared to relatively good labor market conditions

in the general economy, the 1.5 percent unemployment rate
for recent S&E Ph.D. recipients is very low—the April 1997
unemployment rate for all civilian workers was 5.0 percent.
(See the sidebar, “Data on Recent Ph.D. Recipients in Profes-
sional Society Data.”)18 In 1995, recent graduates in several

18People are said to be unemployed if they were not employed during the
week of April 15, 1997, and had either looked for work during the preceding
four weeks or were on layoff from a job. Although slightly different ques-
tions are used in the SESTAT surveys, this closely approximates the defini-
tion of unemployment used by the Bureau of Labor Statistics.

Text table 3–5.
Percentage of employed 1995 and 1996 S&E bachelor’ s and master’ s degree recipients, by sector of
employment and field of degree:  1997

Total      Other Private
employed 4-year college educational for-profit Self- Nonprofit Federal State or local

Degree and field a (thousands) and university institutions company employed organization Government government

Percentage distribution

Bachelor’s recipients
  S&E ...................................... 524.4 5 9 66 7 2 4 7
    All sciences ........................ 428.4 6 11 62 8 2 3 8
    All engineering ................... 96.0 2 2 85 1 1 7 3
Master’s recipients
  S&E ...................................... 113.6 9 10 59 7 2 7 6
    All sciences ........................ 74.4 12 15 49 10 2 6 6
    All engineering ................... 39.2 5 <1 79 1 1 9 4

a For graduates with more than one eligible degree at the same level (bachelor’s or master’s), the degree for which the graduate was sampled was used.

b This is the sector of employment in which the respondent was working on his or her primary job held on April 15, 1997.  In this categorization, those
working in four-year colleges and universities or university-affiliated medical schools or research organizations were classified as employed in the “ four-
year college and university”  sector.  Those working in elementary, middle, secondary, or two-year colleges or other educational institutions were
categorized in the group “ other educational.”   Those reporting that they were self-employed but in an incorporated business were classified in the private,
for-profit sector.

NOTE:  Details may not add to totals because of rounding.  Percentages were calculated on unrounded data.

SOURCE:  National Science Foundation, Division of Science Resources Studies (NSF/SRS), National Survey of Recent College Graduates, 1997.

Science & Engineering Indicators – 2000

Sector of employmentb

Educational Noneducational institutions



3-16 � Chapter 3. Science and Engineering Workforce

1–3 years after Ph.D.

Unemployment rate Involuntary out-of-field rate

Text table 3–6.
Labor market rates for recent Ph.D. recipients: 1995 and 1997

Field 1995 1997 1995 1997

All S&E ................................................... 1.9 1.5 4.3 4.5
Engineering ............................................ 1.7 1.0 3.7 3.6
     Chemical engineering ....................... 4.4 1.7 3.6 5.8
     Civil engineering ................................ 1.2 0.0 1.1 5.5
     Electrical engineering ........................ 0.9 0.6 3.1 3.2
     Mechanical engineering .................... 2.8 0.5 4.8 2.7
     Other engineering ............................. 1.6 1.6 5.2 3.0
Life sciences .......................................... 2.0 1.7 2.6 2.6
     Agriculture ......................................... 1.1 2.2 2.2 7.3
     Biological sciences ........................... 2.0 1.5 2.7 2.2
Computer/math sciences ...................... 2.6 0.6 6.1 6.5
     Computer sciences ........................... 1.1 0.7 2.7 2.1
     Mathematical sciences ..................... 3.9 0.6 9.2 11.0
Physical sciences ................................... 2.4 2.1 5.3 6.9
     Chemistry .......................................... 2.2 3.5 4.1 3.3
     Geosciences ..................................... 1.7 1.0 6.8 6.3
     Physics/astronomy ........................... 3.0 0.7 6.7 12.2
Social sciences ...................................... 1.4 1.6 5.5 5.4
     Economics ........................................ 1.4 0.9 2.6 5.2
     Political science ................................ 2.4 2.6 11.2 7.9
     Psychology ....................................... 0.5 1.2 3.8 3.8
     Sociology/anthropology .................... 3.1 2.5 9.0 7.7
     Other social sciences ........................ 2.5 2.5 6.8 7.1

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), 1995 and 1997 Survey of Doctorate Recipients.
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Ph.D. disciplines had unemployment rates above 3 percent—
still low, but unusually high for a highly skilled group. Be-
tween 1995 and 1997, unemployment rates fell for recent Ph.D.
recipients in most disciplines, but increased in a few. The larg-
est increase was in chemistry, where the unemployment rate
for recent Ph.D. recipients rose from 2.2 to 3.5 percent—also
making chemistry the field with the greatest unemployment
rate for recent Ph.D. recipients. In 1997 unemployment rates
of less than 1 percent were found for recent Ph.D. recipients

Data on Recent Ph.D. Recipients
in Professional Society Data

In 1998, data from surveys of new Ph.D. recipients for
1996–97 conducted by 13 S&E professional societies on 14
different disciplines were coordinated by the Commission on
Professionals in Science and Technology. A common set of
core questions was used in each society’s poll of its own doc-
toral graduates to allow for collection of comparable career-
related data. One of these common data elements, the
unemployment rate is shown in text table 3-7. Unemployment
ranged from 1.8 percent for recent physics Ph.D. recipients to
7.0 percent for recent Ph.D. recipients in political science.

Text table 3–7.
Unemployment rates for recent Ph.D. recipients
reported in professional society surveys

1995–96 1996–97
Ph.D. recipients Ph.D. recipients

Field in 1997 in 1998

Biochemistry and
   molecular biology ............. NA 4.0
Chemistry ............................ 4 4.6
Chemical engineering ......... 2 3.2
Computer science ............... 2 2.4
Earth and space science .... 3 3.9
Economics .......................... NA 2.3
Engineering ......................... NA 2.7
Mathematics ....................... 5 2.4
Microbiology ....................... NA 2.2
Physics ................................ 3 1.8
Physiology ........................... NA 2.7
Political science .................. NA 7.0
Sociology ............................ NA 1.9

NA = not available.

NOTE: Data for 1997 and 1998 were reported with different numbers
of significant digits.

SOURCE: Commission on Professionals in Science and Technology.
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in civil engineering (0.0 percent),19 mechanical engineering
(0.5 percent), electrical engineering (0.6 percent), mathemati-
cal sciences (0.6 percent), computer sciences (0.7 percent),
physics-astronomy (0.7 percent), and economics (0.9 percent).

Involuntarily Working Outside Field
Another 4.5 percent of recent S&E Ph.D. recipients in the

labor force reported that they could not find full-time em-
ployment (if they wished full-time employment) that was
“closely related” or “somewhat related” to their degrees.20

Although this is a more subjective measure than unemploy-
ment rates, it often provides a more sensitive indicator of la-
bor market difficulties for a highly educated and employable
population. It is best used, however, along with the unem-
ployment rate as measures of two different forms of labor
market distress.

The highest IOF rates in 1997 were found for recent Ph.D.
graduates in physics-astronomy (12.2 percent) and in math-
ematical sciences (11.0 percent). These two fields also had
among the lowest unemployment rates, although in physics-
astronomy the increase in the IOF rate from 1995 to 1997
was much greater than the decrease in unemployment. The
lowest IOF rates were found in computer sciences (2.1 per-
cent) and the biological sciences (2.2 percent).

 Tenure-Track Positions
Most S&E Ph.D. recipients do not ultimately work in

academia—in most S&E fields this has been true for several
decades. (Also see chapter 6, “Academic Research and De-
velopment: Financial and Personnel Resources, Support for
Graduate Education, and Outputs.”) In 1997, of S&E Ph.D.
recipients four to six years after receipt of their degrees, only
22.9 percent were in tenure track or tenured positions at four-
year institutions of higher education. (See text table 3-8.)
Across fields, tenure-program academic employment four to
six years after Ph.D. ranged from 11.9 percent in chemical
engineering to 51.2 percent in sociology-anthropology. For
Ph.D. recipients one to three years after their degrees, only
16.0 percent were in tenure programs, but this reflects the

19An unemployment rate of 0.0 does not mean that no one in that field was
unemployed, but that the estimated rate from NSF’s sample survey was less
than 0.05 percent.

20People were considered as working involuntarily outside their field if
they said their jobs were not related to their degrees and they said that one
reason was because no job in their field was available, or if they were part-
time and said that the only reason was because a full-time job was not avail-
able. The involuntarily out of field rate (IOF) is calculated as the percentage
that such individuals are of those in the labor force.

Text table 3–8.
Percentage holding tenure and tenure-track appointments at four-year institutions: comparison of recent Ph.D.
recipients: 1993, 1995, and 1997

Field 1–3 years 4–6 years 1–3 years 4–6 years 1–3 years 4–6 years

All S&E .................................... 18.4 26.6 15.6 26.3 16.0 22.9
Engineering ............................. 16.0 24.6 12.7 20.5 10.9 17.8
     Chemical engineering ........ 8.1 14.0 6.1 5.5 2.8 11.9
     Civil engineering ................. 24.7 27.1 25.6 29.3 24.8 23.0
     Electrical engineering ......... 17.6 26.9 10.6 21.5 8.3 16.6
     Mechanical engineering ..... 13.5 29.5 14.5 25.4 9.1 14.4
     Other engineering .............. 13.9 21.3 10.5 17.3 12.5 18.5
Life sciences ........................... 12.6 24.8 12.6 24.0 12.6 22.4
     Agriculture .......................... 15.6 27.0 13.5 25.0 21.6 24.3
     Biological sciences ............ 12.1 24.8 12.5 23.7 11.7 22.3
Computer/math sciences ....... 39.7 54.1 34.8 47.3 27.9 37.8
     Computer sciences ............ 37.1 51.5 34.3 41.5 28.4 33.3
     Mathematical sciences ...... 41.8 56.0 35.2 52.6 27.3 41.2
Physical sciences .................... 9.7 18.2 7.3 17.2 7.6 17.6
     Chemistry ........................... 7.7 16.3 6.8 14.6 6.4 16.8
     Geosciences ...................... 12.7 26.2 10.8 29.7 18.4 29.5
     Physics/astronomy ............ 12.0 17.7 5.8 15.2 4.6 15.0
Social sciences ....................... 26.4 29.2 21.5 33.6 25.1 27.1
     Economics ......................... 46.6 48.6 41.7 54.5 34.8 48.0
     Political science ................. 53.9 47.1 29.5 66.1 40.5 39.0
     Psychology ........................ 12.7 15.5 12.7 19.4 13.0 15.8
     Sociology/anthropology ..... 37.9 46.9 30.8 48.3 35.3 51.2
     Other social sciences ......... 37.4 48.8 27.3 41.4 39.7 33.5

SOURCE: National Science Foundation, Division of Science Resource Studies (NSF/SRS), 1993, 1995, and 1997 Survey of Doctorate Recipients.
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increasing use of postdoctoral appointments (or postdocs) by
recent Ph.D. recipients in many fields.

Although academia must be considered just one possible
sector of employment for S&E Ph.D. recipients, the avail-
ability of tenure-track positions is an important aspect of the
job market for those who do seek academic careers. The rate
of tenure-program employment for those four to six years since
receipt of Ph.D. fell from 26.6 percent in 1993 to 22.9 per-
cent in 1997, which reflects both job opportunities in academia
and alternate opportunities for employment. For example, one
of the largest declines in tenure-program employment occurred
in computer sciences (from 51.5 percent in 1993 to 33.3 per-
cent in 1997) where other measures of labor market distress
are low and organizations of computer science departments
report difficulties recruiting faculty.21 The attractiveness of
other employment may also be an explanation for drops in
tenure-program rates in several engineering disciplines. The
attractiveness of alternate employment, however, is a less likely
explanation for the smaller drops in tenure-program employ-
ment rates in fields with other measures of distress, such as
physics and mathematical sciences (both of which have large
IOF rates) and the biological sciences (which have low un-
employment and IOF rates, but have other indications of la-
bor market distress).

Relationship Between 1997
Occupation and Field of Degree

By a strict definition of occupational titles, 15.0 percent
of employed recent Ph.D. recipients were in occupations out-
side S&E, often with administrative or management functions.
When asked how related their jobs were to their highest de-
gree, only a small proportion of recent Ph.D. recipients in
non-S&E occupations said that their jobs were unrelated to
their degrees. (See text table 3-9.) By field, these respondents
ranged from 1.4 percent of recent psychology and computer

science Ph.D. graduates to 6.3 percent of recent Ph.D. gradu-
ates in mathematical sciences.

Salary for Recent S&E Ph.D. Recipients
Across all fields of degree, the median salary for recent

S&E Ph.D. recipients was $41,000, a increase of 2.5 percent
from 1995. By field, this ranges from a low of $32,000 in the
biological sciences to a high of $68,000 in electrical engineer-
ing. Text table 3-10 shows the distribution of salaries for recent
Ph.D. recipients by field of degree. For all Ph.D. recipients,
those at the top 10 percent of the salary distribution (the 90th
percentile) were paid $71,000. (See text table 3-10.) The 90th
percentile salary varied by field from a low of $55,000 for
sociology-anthropology to a high of $86,000 for computer
science Ph.D. recipients. At the 10th percentile, representing
the lowest-paid 10 percent among each field, salaries ranged
from $16,000 for sociology-anthropology Ph.D. recipients to
$45,000 for industrial engineering.

Salaries for recent S&E Ph.D. recipients by sector of em-
ployment are given in text table 3-11. The median salary for a
postdoc one to three years after receipt of degree was
$28,000—about half the median for a recent Ph.D. recipient
working for a private company ($60,000). Many of the salary
differentials between different S&E fields are narrower when
examined within sector of employment. For those in tenure-
track positions, median salaries ranged from about $37,000
in mathematical sciences to $50,000 for computer S&E. At
private for-profit companies, median salaries ranged from
$43,000 for psychology to $72,000 for computer science.

Changes in median salaries for recent (defined here as one
to five years after receipt of degree) bachelor’s, master’s, and
Ph.D. graduates are shown in text table 3-12. Across all S&E
fields, median salaries for Ph.D. recipients rose by just 2.3
percent from 1995 to 1997—compared with 11.1 percent for
bachelor’s and 10.0 percent for master’s degree graduates. To
a considerable extent however, the median salary across all fields
of Ph.D. was held down by relatively more rapid growth in Ph.D.

Text table 3–9.
Recent Ph.D. scientists and engineers, by field of degree and relationship between field of study and
occupation: 1997
(Percent)

Related Nonrelated,
Field Total Same field Other S&E non-S&E Non-S&E

All S&E ................................................... 100.0 71.9 13.1 12.3 2.8
Computer sciences ................................ 100.0 83.4 3.0 12.2 1.4
Engineering ............................................ 100.0 75.0 17.8 5.5 1.7
Life sciences .......................................... 100.0 71.8 6.3 19.2 2.7
Mathematical sciences .......................... 100.0 70.6 14.9 8.2 6.3
Other social sciences. ............................ 100.0 67.7 5.2 22.1 4.9
Physical sciences ................................... 100.0 72.0 20.5 4.5 3.0
Psychology ............................................ 100.0 68.0 21.9 8.7 1.4

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), 1997 Survey of Doctorate Recipients.
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21See Freeman and Aspray (1997).
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Text table 3–10.
Salary distribution for recent Ph.D. recipients: 1997

Field 10th 25th Median 75th 90th

Total recent S&E Ph.D. ...........................  $24,000  $30,000  $41,000  $58,000  $71,000
   Computer/math, total ..........................  32,000  37,500  50,000  68,000  80,000
   Computer sciences .............................  37,500  46,000  60,000  72,250  86,000
   Mathematical sciences ........................  30,000  34,000  40,000  52,500  70,000
Life sciences, total ..................................  22,000  26,000  32,300  45,600  60,000
   Agriculture ...........................................  20,500  28,000  38,900  49,000  58,000
   Biological sciences ..............................  22,000  25,600  32,000  45,000  60,000
   Health/medical ....................................  25,000  35,000  40,500  51,500  61,000
Physical sciences, total ..........................  24,000  31,000  41,500  58,000  67,000
   Chemistry ............................................  22,000  27,000  40,000  58,000  65,000
   Geosciences ........................................  29,000  33,000  39,860  48,000  63,000
   Physics/astronony ...............................  27,150  35,000  43,070  60,000  70,000
Social sciences, total ..............................  20,000  31,000  40,000  49,000  64,000
   Economics ...........................................  30,000  43,000  50,000  64,500  80,000
   Political science ...................................  21,000  33,000  40,000  47,000  65,000
   Psychology ..........................................  20,000  30,000  38,000  46,700  60,000
   Sociology/anthropology .......................  16,000  30,000  37,000  43,495  55,000
   Other social sciences ..........................  20,000  33,500  39,000  46,500  61,000
Engineering, total ....................................  35,000  49,000  60,000  70,000  80,000
   Aerospace engineering ........................  39,000  50,000  56,000  65,000  70,000
   Chemical engineering ..........................  30,000  49,000  60,000  68,000  76,100
   Civil engineering ..................................  31,500  40,000  48,000  56,000  72,000
   Electrical engineering ...........................  44,000  55,760  68,000  75,000  85,000
   Industrial engineering ..........................  45,000  52,500  60,000  70,000  80,000
   Mechanical engineering .......................  40,000  48,800  58,540  69,000  76,000
   Other engineering ...............................  30,000  43,000  55,000  65,000  74,300

SOURCE: National Science Foundation, Division of Science Resource Studies (NSF/SRS), 1993, 1995, and 1997 Survey of Doctorate Recipients.
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Percentile

Text table 3–11.
Median salaries for recent U.S. Ph.D. recipients, by sector of employment: 1997

Tenure-track
Private/  at four-year Other

Field Total noneducational Government  institution Postdoc educational

Total ............................................................  $41,000  $60,000  $53,000  $42,000  $28,000  $36,000
Computer sciences .....................................  60,000  72,000 —  50,000 — —
Engineering .................................................  60,000  65,000  60,000  50,000  35,000  48,000
Life sciences ...............................................  32,300  55,000  50,000  42,300  27,000  35,000
Math sciences .............................................  40,000  60,000 —  37,150 —  35,000
Social sciences (other than psychology) ....  40,000  53,000  52,400  40,000  30,500  35,000
Physical sciences ........................................  41,500  60,000  57,300  39,000  32,000  35,000
Psychology .................................................  38,000  43,000  45,000  38,000  26,700  36,000

— = Fewer than 50 cases.

SOURCE: National Science Foundation, Division of Science Resource Studies (NSF/SRS), 1993, 1995, and 1997 Survey of Doctorate Recipients.
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production in lower-paying fields, such as the biological and social
sciences. Much larger increases were found in most individual
disciplines, including double-digit increases in physics (17.5
percent), electrical engineering (15.8 percent), computer sciences
(11.7 percent), and economics (10.0 percent). Declines in me-
dian salaries were observed in civil engineering (–3.8 percent)
and sociology-anthropology (–2.7 percent).

Happiness with Choice of Field of Study
One indicator of the quality of employment available to re-

cent graduates is simply their answer to this question: If you
had the chance to do it over again, how likely is it that you
would choose the same field of study for your highest degree?
When this was asked of those with S&E degrees received 1–5
years after their previous degree, 16.6 percent of Ph.D. recipi-
ents said they were “not at all likely” as compared with 20.2
percent of those with S&E bachelor’s degrees. (See text table
3-13.) This regret of field choice is lowest for recent Ph.D.
recipients in computer sciences (6.8 percent) and electrical en-
gineering (9.8 percent), and in the social sciences (12.5 per-
cent). It is greatest in physics (24.4 percent), chemistry (23.9
percent), and mathematical sciences (22.4 percent).

Postdoctoral Appointments
A postdoctoral appointment (or postdoc) is defined here

as a temporary position awarded in academia, industry, or

government primarily for the purpose of gaining additional
training in research. This definition has been used in the Sur-
vey of Doctorate Recipients to ask respondents about current
and past postdoctorate positions they have held.22 Data and
analyses on postdoctorates are often examined in relation to
recent Ph.D. labor market issues. In addition to gaining more
training, recent Ph.D. recipients may accept a temporary, usu-
ally lower-paying, postdoctorate position because a more per-
manent job in their field is not available. The increasing use
of postdocs has been a focal point of discussions about many
inter-related topics—the early career paths for new Ph.D. sci-
entists, the vocational adequacy of Ph.D. programs, and the
labor market expectations of new Ph.D. recipients.23

Science & Engineering Indicators – 1998 included an
analysis of a one-time postdoctorate module in the 1995 Sur-
vey of Doctorate Recipients that showed a slow increase the
use of postdocs in many disciplines over time.24 In addition,
in physics and the biological sciences, the fields with the heavi-

Text table 3–13.
Percentage of recent S&E graduates who say they
are “not at all likely” to choose the same field of
study if they could do it over again (one to five
years after degree)

Field Bachelor’s Master’s Ph.D.

All S&E fields .......................... 20.2 12.6 16.6
Engineering ............................ 11.3 12.6 14.8
     Chemical engineering ....... 9.5 13.1 13.0
     Civil engineering ................ 14.2 16.6 20.9
     Electrical engineering ........ 8.3 6.5 9.8
     Mechanical engineering .... 10.2 16.6 16.5
Life sciences .......................... 16.8 13.9 18.3
     Agricultural sciences ......... 20.7 18.4 20.7
     Biological sciences ........... 16.0 14.0 18.2
Computer/math sciences ...... 8.9 6.6 14.5
     Computer sciences ........... 6.8 5.3 6.8
     Mathematical sciences ..... 12.0 10.3 22.4
Physical sciences ................... 16.1 18.6 23.3
     Chemistry .......................... 15.7 27.2 23.9
     Geoscience ....................... 25.2 12.5 20.3
     Physics .............................. 9.7 17.0 24.4
Social sciences ...................... 27.3 14.3 12.5
     Economics ........................ 23.7 11.8 12.6
     Political science ................ 25.5 19.6 13.3
     Psychology ....................... 28.4 13.7 10.8
     Sociology/anthropology .... 31.2 15.7 15.5

SOURCE: National Science Foundation, Division of Science
Resources  Studies (NSF/SRS),1995 and 1997 SESTAT data file.
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22It is clear, however, that the exact use of the term “postdoctorate” differs
among academic disciplines, among different universities, and among the
different sectors that employ postdoctorates. It is likely that these differ-
ences in labeling affected self-reporting of postdoctorate status on the Sur-
vey of Doctorate Recipients.

23A recent overview of issues related to postdocs was published in Sci-
ence, September 3, 1999, “Postdocs: Working for Respect.”

24This was measured cross-sectionally by looking at the percentage of
each graduation cohort that reported ever being in a postdoc position.

Text table 3–12.
Change in median salaries for S&E graduates one
to five years after degree: percentage change
between 1995 and 1997

Field Bachelor’s Master’s Ph.D.

All S&E Fields ......................... 11.1 10.0 2.3
Engineering ............................ 8.1 6.4 7.1
     Chemical engineering ....... 2.4 6.4 1.6
     Civil engineering ................ 2.9 8.0 –3.8
     Electrical engineering ........ 13.2 10.0 15.8
     Mechanical engineering .... 5.3 11.1 9.1
Life sciences .......................... 4.2 6.7 –1.7
     Agricultural sciences ......... 4.2 6.9 0.0
     Biological sciences ........... 6.4 6.7 6.6
Computer/math sciences ...... 12.8 12.4 14.6
     Computer sciences ........... 16.0 12.5 11.7
     Mathematical sciences ..... 8.9 14.3 5.3
Physical sciences ................... 10.1 2.8 9.3
     Chemistry .......................... -3.6 0.0 2.0
     Geoscience ....................... 16.7 0.0 2.5
     Physics .............................. 41.7 20.0 17.5
Social sciences ...................... 8.3 5.8 5.0
     Economics ........................ 10.0 20.0 10.0
     Political science ................ 12.0 11.8 6.2
     Psychology ....................... 14.3 4.3 0.0
     Sociology/anthropology .... 9.1 1.8 –2.7

SOURCE: National Science Foundation, Division of Science
Resources  Studies (NSF/SRS), 1995 and 1997 SESTAT data file.
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est use of postdocs, median time in postdoc positions extended
well beyond the one to two years found in most other fields.

Data from 1997 show a small decline in the percentage of
all recent S&E Ph.D. recipients entering postdoc positions—
from 32.7 percent of 1994 graduates in 1995 to 30.7 percent
of 1996 graduates in 1997. At the same time, however, Ph.D.
recipients in earlier graduation cohorts in these two fields
show a similar propensity to be in postdocs as those with the
same years since degree in 1995. Speculatively, something
like this might be observed if new graduates were the most
affected by improvements in labor market conditions. In fields
other than physics or biological sciences, the postdoc rate one
year after degree fell only slightly, from 21.2 percent in 1995
to 19.9 percent in 1997.

Reasons for Taking a Postdoc
Postdocs in 1997 were asked to provide reasons they were

in their current postdoctoral appointment—the distribution
of “primary reasons” given is shown in text table 3-14. Across
all fields of degree, 17.2 percent gave “other employment not
available” as the primary reason they were in a postdoc. Most
respondents gave as primary reasons that a postdoc was gen-

erally expected for a career in their field (23.7 percent), that
they were seeking additional training either in or outside of
their Ph.D. field (20.0 and 13.3 percent), or other reasons
more consistent with the stated training and apprenticeship
functions of postdocs.25

Postdoc Transitions:
What Were 1995 Postdocs Doing in 1997?

Of those in postdoctorate positions in April 1995, 38.0
percent were still in a postdoctorate position in April 1997.
(See text table 3-15.) This is a small reduction from the 41.6
percent of 1993 postdocs that were still postdocs in 1995.
(See Science and Engineering Indicators 1998.) Only 16.5
percent had moved from a postdoctorate to a tenure-track po-
sition at a four-year educational institution (up from 12.1 per-
cent in 1995); 18.3 percent found other employment at an
educational institution; 18.0 percent were at a for-profit firm;

Text table 3–15.
What were 1995 postdocs doing in 1997?
(Percent)

Tenure-track
at four-year Other Nonprofit /

Postdoc institution  education For-profit  government Unemployed

Biological sciences ..................... 49.3 14.0 17.9 12.4 5.4 1.0
Chemistry .................................... 23.1 16.8 20.4 26.5 6.1 7.1
Engineering ................................. 26.8 12.9 10.4 38.4 9.1 2.4
Physics ........................................ 33.1 16.6 16.5 23.2 10.4 0.1
Psychology .................................. 17.2 14.8 23.1 27.1 17.7 0.0
All S&E fields ............................... 38.0 16.5 18.3 18.0 7.7 1.5

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), merged 1995 and 1997 file from NSF’s Survey of Doctorate
Recipients.
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25Respondents may well have defined their field in far narrower terms
than reported here. Hence “training out of field” may refer to a biologist
doing postdoc research on a topic different from their dissertation as op-
posed to doing a postdoc in chemistry.

Text table 3-14.
Primary reason for taking current postdoc: 1997
(Percent)

Biological sciences 20.1 14.7 28.1 18.7 13.5 5.0
Chemistry 21.0 13.5 25.3 14.1 25.3 7.7
Engineering 18.4 12.9 7.0 20.7 23.1 17.9
Geoscience 29.4 3.5 18.3 7.6 29.3 11.9
Physics 13.7 8.4 34.4 16.7 19.1 7.6
Psychology 29.1 9.7 21.3 19.4 12.4 8.1
All S&E fields 20.0 13.325 23.7 18.3 17.2 7.5

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), Survey of Doctorate Recipients, 1997.
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7.7 percent were employed at a nonprofit institution or gov-
ernment; and 1.5 percent were unemployed.

No information is available on the career intentions of those
in postdoc positions, but it is often assumed that a postdoc is
most valued by academic departments at research universi-
ties. More postdocs, however, in each field transition to for-
profit employment than obtain tenure-track positions—and
many tenure-track positions are at schools where a research
record obtained through a postdoc appointment may not be
of central importance.

Age and Retirement
The size of the S&E labor force, its productivity, and op-

portunities for new S&E workers are all greatly affected by
the age distribution and retirement patterns of the S&E labor
force. For many decades, rapid increases in new entries to the
S&E labor force led to a relatively young S&E labor force
with only a small percentage near traditional retirement ages.
This general picture is rapidly changing as the large number
of individuals who earned S&E degrees in the late 1960s and
early 1970s are moving into what is likely to be the latter part
of their careers.

The possible effects of age distribution on scientific pro-
ductivity are controversial. Increasing average ages may mean
increased levels of experience and productivity among scien-
tific workers. Others have argued that it can reduce the op-
portunities for younger scientists to perform independent
work. Indeed, in many fields there is scientific folklore and
some actual evidence indicate that the most creative research
comes from the young. The ongoing research in cognitive
aspects of aging and the sociology of science is relevant to
this debate, but will not be reviewed here.26

Age
Age distributions for scientists and engineers in the la-

bor force are affected by many factors—net immigration,
morbidity, and mortality—but most of all by historical S&E
degree production patterns. Age distributions for individu-
als with S&E degrees in 1997 are given by degree level and
field of degree in appendix table 3-19. With the exception
of new fields, such as computer sciences (where 70.0 per-
cent of degree holders are under age 40), the greatest popu-
lation density of individuals with S&E degrees occurs
between ages 40 and 49. This can be seen in figure 3-12,
which shows the age distribution of the S&E educated labor
force broken down by level of degree. For all S&E degrees
there is also a bump up in the age distribution at ages 25–29
representing 14.2 percent of S&E degree holders in the la-
bor force. This bump up, however, appears to be largely
caused by increased degree production in the social sciences
(where 25- to 29-year-olds represent 17.7 percent of the to-
tal). In general, most of the S&E degreed labor force is their
late 30s through early 50s.

This general pattern holds true even for those with doctor-
ates in S&E. Although Ph.D. holders are somewhat older than
other S&E degree holders, this circumstance is because of
fewer Ph.D. holders in the younger age categories, given the
time needed to obtain this degree. The greatest population
density of S&E Ph.D. holders in the labor force occurs for
45- to 54-year-olds.

S&E Ph.D. holders employed in tenured or tenure-track
positions in four-year institutions of higher education (26.9
percent of all S&E Ph.D. holders) are somewhat older than
all S&E Ph.D. holders—31.5 percent older than age 54 com-
pared to 25.8 percent. (See figure 3-13.) The greatest popula-
tion density of Ph.D. holders in these tenure programs occurs
between ages 40 and 59. It is worth noting the sharp differ-
ences between the 55–59 and 60–64 age categories for both
academic Ph.D. holders and the S&E Ph.D. population as a
whole—a 48 percent drop that is much steeper than for the
bachelor’s or master’s degreed S&E population.

At all degree levels and fields, only a small proportion of
the S&E degreed labor force was near traditional retirement
ages—only 13.6 percent overall were over age 54. This has
several likely important and often overlooked effects on the
future S&E labor force:

� Barring very large reductions in degree production or simi-
larly large increases in retirement rates, the number of
trained scientists and engineers in the labor force will con-
tinue to increase for some time. The number of individu-
als who are now receiving S&E degrees greatly exceeds
the number of S&E degreed workers who are near tradi-
tional retirement ages.

26See Stephan and Levin (1992) and Posner (1995) for a discussion of the
role of age for scientists and other creative workers.
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� Barring large increases in degree production, the average
age of S&E degreed workers will rise.

� With current retirement patterns, the total number of re-
tirements among S&E degreed workers will dramatically
increase over the next 10–15 years. This may be particu-
larly true for Ph.D. holders because of the steepness of
their age profile.

Retirement
Retirement behavior can differ in complex ways from one

individual to the next. Some individuals “retire” from a job
while continuing to work full- or part-time, sometimes for
the same employer. Others leave the labor force without a
“retired” designation from some formal pension plan. Three
different ways of thinking about changes in labor force in-
volvement are summarized in text table 3-16 for S&E degree
holders—leaving full-time employment, leaving the labor
force, and retiring from a particular job.

By age 63, 50 percent of S&E bachelor’s and master’s de-
gree holders were not working full-time. For S&E Ph.D. hold-
ers, this 50 percent mark is not reached until three years later,
at age 66. Longevity also differs by degree level with other
measures. Half of S&E degree holders have left the labor force
entirely by age 64 for bachelor’s degree holders, by age 65
for master’s degree holders, and not until age 68 for Ph.D.
holders. Formal retirement also occurs at somewhat higher
ages for Ph.D. holders—more than 50 percent of S&E
bachelor’s and master’s degree holder’s have “retired” from

some job by age 63, compared with age 65 for S&E Ph.D.
holders.

Although many S&E degree holders who formally “re-
tire” from one job continue to work full-time or part-time,
this occurs most often among those under age 63. (See text
table 3-17.) The drop in labor force participation among the
“retired” is more pronounced for part-time work—older re-
tired S&E workers are actually more likely to be working full-
time than part-time. Retired Ph.D. scientists and engineers
follow the same pattern, albeit with somewhat greater rates
of post-retirement employment than bachelor’s and master’s
degree holders.

Movement out of full-time employment by S&E degree
holders aged 55–70 is shown in figure 3-14. At all degree
levels, the proportion of S&E degree holders who work full-
time declines fairly steadily by age. After age 55, full-time
employment by S&E doctorates becomes significantly greater
than for bachelor’s and master’s degree holders. At age 70,
over 20 percent of S&E Ph.D. holders are working full-time,
compared with 10 percent of bachelor’s and master’s.

Academic employment may be one reason for somewhat
slower retirement among Ph.D. holders. Text table 3-18 looks
at the rate at which S&E Ph.D. holders leave full-time em-

Percent

Figure 3-13.
1997 age distribution of S&E Ph.D. recipients in 
the labor force: tenured and tenure-track faculty 
at four-year institutions
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Text table 3-17.
Percentage of S&E degreed individuals who have
“retired,” but continue to work: 1997

Age group Part-time Full-time Part-time Full-time Part-time Full-time

50–55 ........ 52.1 15.8 65.1 17.3 62.1 20.4

56–62 ........ 27.2 13.4 35.7 13.7 36.8 18.5

63–70 ........ 9.1 12.7 8.7 15.6 13.9 17.6

> 70 ........... 4.0 8.4 5.1 9.6 5.4 10.9

SOURCE: National Science Foundation, Division of Science
Resources Studies (NSF/SRS), SESTAT data file, 1997.
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Bachelor’s Master’s Ph.D.

Text table 3-16.
Retirement ages for holders of S&E degrees

Not working Not in Retired from
full-time labor force any job

Bachelor’s ..... 63 64 63
Master’s ........ 63 65 63
Ph.D. ............. 66 68 65

SOURCE: National Science Foundation, Division of Science
Resources Studies (NSF/SRS), SESTAT data file, 1997.
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the two-year transition rates for academia in text table 3-18
shows more than a third of those aged 66–70 leaving full-
time employment over a two-year period.

One reason academic Ph.D. retirement rates have been of
interest has been a concern that the academic tenure system,
combined with the end of mandatory retirement under U.S.
antidiscrimination laws, could lead to continued employment
of many less productive professors. Text table 3-19 compares
two-year transition rates of leaving full-time employment for
S&E Ph.D. holders employed full-time in 1995 at four-year
institutions, by the number of articles they said they pub-
lished within the previous five years. Within each age group,
those writing six or more articles had a much lower transition
rate out of full-time employment than those reporting fewer
articles written. For those between the ages of 51 and 65, the
transition rate for academics with zero articles was more than
double the rate for those with six or more.

Projected Demand for S&E Workers
During the 1998–2008 period, employment in S&E occu-

pations is expected to increase at almost four times the rate
for all occupations. Though the economy as a whole is antici-
pated to provide approximately 14 percent more jobs over
this decade, employment opportunities for S&E jobs are ex-
pected to increase by about 51 percent, or about 1.9 million
jobs. (See text table 3-20.)

Approximately four-fifths of the increase in S&E jobs will
occur in computer-related occupations. Overall employment
in these occupations across all industries is expected to al-
most double over the 1998–2008 decade, with more than 1.5
million new jobs being added. Jobs for computer engineers
and scientists are expected to increase from 914,000 to
1,858,000, while employment for computer systems analysts
is expected to grow from 617,000 to almost 1.2 million jobs.
(See the sidebar, “What Did Computer Workers Get Degrees
In?”)

Text table 3–18.
Percentage of 1995 S&E Ph.D.s leaving full-time
employment by 1997: by sector of employment
in 1995

Four-year For profit Govern- All
Age in 1995 schools company ment sectors

51–55 .......... 3.2 4.8 4.2 4.9
56–60 .......... 9.2 14.8 7.2 11.1
61–65 .......... 24.6 26.6 13.6 25.7
66–70 .......... 35.7 56.3 38.4 39.1
71–73 .......... 40.6 55.3 — 41.8

SOURCE: National Science Foundation, Division of Science
Resources Studies (NSF/SRS), 1995 and 1997 Survey of Doctorate
Recipients.

Science & Engineering Indicators – 2000

ployment between 1995 and 1997 by sector of employment.27

Within each age group, a smaller proportion of S&E Ph.D.
holders employed in 1995 at four-year colleges and universi-
ties, or by the government, left full-time employment than
S&E Ph.D. holders as a whole, or those employed by for-
profit companies.

While slower retirement for S&E Ph.D. holders, particu-
larly those in academia, is significant and of some policy in-
terest, it is important to recognize that this does not mean that
academic or other Ph.D. holders seldom retire. Indeed, figure
3-14 shows that their retirement patterns are much more like
those of bachelor’s and master’s degree holders than they are
different—retirement is just delayed two or three years. Even

Percent 

Figure 3-14.
Older S&E degree holders working full-time

See appendix table 3-22. Science & Engineering Indicators – 2000
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Text table 3-19.
Percentage of 1995 S&E Ph.D. recipients at four-
year institutions leaving full-time employment:
by number of articles published in 1990–95

Age No 1–5 6 or more
in 1995 articles articles articles All

51-55 ......... 5.7 3.5 1.0 3.2
56-60 ......... 12.2 8.6 6.7 9.2
61-65 ......... 32.6 23.5 16.1 24.6
66-70 ......... — 43.1 28.0 35.7
71-73 ......... — — 28.1 40.6

— = Not available

SOURCE: National Science Foundation, Division of Science
Resources  Studies (NSF/SRS), 1995 and 1997 Survey of Doctorate
Recipients.
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27As a practical matter, it would be difficult to calculate many of the mea-
sures of retirement used previously in this chapter by sector of employment.
A two-year transition rate, however, can be calculated using the NSF/SRS
SESTAT data file matched longitudinally at the individual level.
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Text table 3-20.
Total S&E jobs: 1998 and projected 2008
(Numbers in thousands of jobs)

1998 2008 Change

Total, all occupations ........... 140,514 160,795 20,281
All S&E occupations ................. 3,809 5,747 1,937
Scientists ................................ 2,347 3,995 1,647
  Life scientists ......................... 173 219 45
  Computer, mathematical,
       and operations research
       occupations ...................... 1,653 3,182 1,529
    Computer systems
         analysts, engineers,
         and scientists .................. 1,530 3,052 1,522
      Computer engineers
            and scientists ............... 914 1,858 944
      Systems analysts ............... 617 1,194 577
    Mathematical scientists ....... 123 131 8
  Physical scientists .................. 200 229 29
  Social scientists ..................... 321 365 44
Engineers ................................ 1,462 1,752 290

See appendix table 3-28. Science & Engineering Indicators – 2000

Within engineering, electrical-electronic engineering is
projected to have the biggest absolute and relative employ-
ment gains, up by 93,000 jobs, or about 26 percent. Civil and
mechanical engineers are also expected to experience above-
average employment gains, with projected increases of about
21 and 16 percent, respectively. Employment for all engineer-
ing occupations is expected to increase by an average of ap-
proximately 20 percent.

Job opportunities in life science occupations are projected
to grow by 26 percent (45,000 new jobs) over the 1998–2008
period; at 35 percent, the biological sciences are expected to
experience the largest growth (28,000 new jobs). Employ-
ment in physical science occupations is expected to increase
by about 15 percent, from 200,000 to 229,000 jobs; slightly
less than half of the projected job gains are for chemists
(13,000 new jobs).

Social science occupations are expected to experience only
average growth (14 percent) over the decade, largely because
of the modest employment increases anticipated for psycholo-
gists (11 percent or 19,000 new jobs). Economists, however,
are projected to experience more favorable job growth (19
percent or 13,000 new jobs).

Foreign-Born Scientists
and Engineers in the United States
In April 1997, 26.1 percent of holders of doctorates in S&E

in the United States were foreign born. This is shown in text
table 3-22 with data from the 1997 NSF/SRS SESTAT data
file, a large national sample of those with U.S. S&E degrees
and those with foreign S&E degrees who were in the United

What Fields Did Computer
Workers Get Degrees In?

In 1993 only 28.5 percent of college graduates em-
ployed in computer occupations had computer science
degrees, with another 2.9 percent having degrees in the
closely related field of computer and systems engineer-
ing and 6.7 percent in the sometimes closely related field
of electrical engineering (text table 3-21).* Perhaps re-
flecting the role of business departments and schools in
initially introducing computer training on many cam-
puses, 17.7 percent had business degrees. Altogether,
32.5 percent of those in computer occupations in 1993
had degrees in fields outside science, engineering, or
technology (SE&T), and another 29.6 percent had de-
grees in SE&T fields not directly related to computing.
This picture is very different for computer workers un-
der age 30: 45.2 percent have computer science degrees,
4.9 percent degrees in computer and systems engineer-
ing, and 8.9 percent in electrical engineering. Only 16.5
percent had degrees in non-SE&T fields.

*1993 is the only year in the 1990s for which both field of degree
and occupation are available on a major workforce survey for all col-
lege graduates. The 1993 SESTAT file augmented with the non-S&E
records from the 1993 National Survey of College Graduates provides
a valid national sample for this population.

Text table 3–21.
Field of highest degree for 1993 computer
job holders

Field of highest degree All ages Age < 30 Age 30+

Computer sciences ......... 28.5 45.2 25.4
Mathematics ................... 8.9 6.6 9.3
Life sciences ................... 2.1 0.6 2.4
Physical sciences ............ 3.5 2.0 3.8
Social sciences ............... 7.0 6.5 7.1
Computer & systems
   engineering .................. 2.9 4.9 2.5
Electrical engineering ...... 6.7 8.9 6.3
Mechanical engineering .. 1.2 1.2 1.2
Other engineering ........... 3.0 2.9 3.0
Business ......................... 17.7 10.5 19.0
Education ........................ 4.2 0.6 4.9
Technology ...................... 3.9 4.5 3.8
Humanities ...................... 6.1 2.7 6.7
Other non-S&E ................ 4.5 2.7 4.8

Total (n = 1,243,300) ...... 100.0 100.0 100.0

— = Data not available.

SOURCE: National Science Foundation, Division of Science
Resources Studies (NSF/SRS), SESTAT Data file, 1993.
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Text table 3–22.
Percentage foreign-born, S&E trained U.S. scientists and engineers,  by field of highest degree and
degree level: 1997

Field of highest Labor force,
degree total Bachelor’s Master’s Doctorate

All S&E ................................................... 12.7 9.7 19.2 26.1
Engineering ............................................ 19.8 14.9 30.1 44.0
   Aerospace engineering ....................... 12.4 10.0 14.3 37.2
   Chemical engineering ......................... 21.4 15.8 35.6 40.1
   Civil engineering .................................. 21.2 16.5 33.8 52.0
   Electrical engineering .......................... 22.7 18.0 32.2 46.8
   Industrial engineering .......................... 16.9 11.2 32.3 50.9
   Mechanical engineering ...................... 17.8 13.5 32.7 45.4
   Other engineering ............................... 17.4 10.8 23.1 40.3
Life sciences .......................................... 10.7 7.8 12.8 24.7
   Agriculture ........................................... 6.9 4.3 14.4 21.7
   Biological sciences ............................. 12.3 9.3 13.0 25.5
Math/computer sciences ....................... 16.5 12.7 24.6 35.6
   Computer sciences ............................. 20.4 15.6 30.8 49.5
   Mathematical sciences ....................... 11.8 9.4 14.8 30.7
Physical sciences ................................... 16.0 11.8 17.2 28.5
   Chemistry ............................................ 20.0 15.9 23.9 29.1
   Geosciences ....................................... 8.0 5.4 10.2 19.5
   Physics/astronomy ............................. 18.8 11.8 18.6 30.8
   Other phys sciences ........................... 10.2 8.8 12.2 30.0
Social sciences ...................................... 7.0 6.1 9.4 12.7
   Economics .......................................... 13.7 11.2 26.3 26.4
   Political science .................................. 7.0 6.2 10.3 15.7
   Psychology ......................................... 5.4 5.1 5.8 7.2
   Sociology/Anthropology ..................... 4.9 3.9 12.1 13.1
   Other social sciences .......................... 7.7 6.3 10.7 20.3

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), SESTAT Data file, 1997.
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Figure 3-15.
Place of birth for foreign-born S&E 
degree holders: 1997 

See appendix table 3-23. Science & Engineering Indicators – 2000
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States in 1990.28 The lowest percentage of foreign-born doc-
torates was in psychology (7.2 percent) and the highest was
in civil engineering (52.0 percent). Almost one-fifth (19.2
percent) of those with master’s degree in S&E were foreign
born. Even at the bachelor’s degree level, 9.7 percent of those
with S&E degrees were foreign born—with the greatest pro-
portion in chemistry (15.9 percent), computer sciences (15.6
percent), and across all engineering fields (14.9 percent).

Immigrant scientists come from a wide variety of coun-
tries. Countries contributing more than 30,000 natives to the
1.5 million S&E degree holders in the United States are shown
in figure 3-15. Although no one source country dominates,
12 percent originated from India, 9 percent from China, 6
percent from the Philippines, and 6 percent from Germany
(including those born in the former East Germany). By re-
gion, 57 percent originated in Asia (including the Western

Asia sections of the Middle East), 24 percent from Europe,
13 percent from Central and South America, 6 percent from
Canada and Oceania, and 4 percent from Africa.

The Immigration and Naturalization Service (INS) counts
of permanent visas issued to immigrants in S&E occupations

28Since NSF’s demographic data collection system is unable to refresh its
sample of those with S&E degrees from foreign institutions (as opposed to
foreign born individuals with a new U.S. degree, who are sampled) more
than once a decade, counts of foreign born scientists and engineers are likely
to be underestimates. Foreign degreed scientist and engineers are included
in the 1997 estimate only to the extent they were in the United States in April
1990. In 1993, 34.1 percent of foreign-born doctorates in S&E and 49.1
percent foreign-born bachelor’s in S&E had their degrees from foreign
schools.
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are shown in figure 3-16. The most recent data for 1998 show
a continuing decrease in permanent visas for each S&E occu-
pation from their peaks in 1992 and 1993, after a statutory in-
crease in the number of work-related permanent visas. The total
number of immigrants with S&E occupations is now less than
in 1991 before the law took effect. (See the sidebar, “Foreign
Scientists and Engineers on Temporary Work Visas.”)

Permanent visa numbers in recent years have been greatly
affected by both immigration legislation and administrative
changes at the INS. The 1990 Immigration Act led to increases
in the number of employment-based visas available, starting
in 1992. The 1992 Chinese Student Protection Act made it
possible for Chinese nationals in the United States on student
or other temporary visas to acquire permanent resident visas.

One area of policy discussion in recent years has been
the use of various forms of temporary work visas by for-
eign-born scientists. Many newspaper and magazine sto-
ries centered on legislation which temporarily increased
the 65,000 annual quota for the H-1b visa program through
which individuals can get a visa to work in an occupation
requiring at least a bachelor’s degree for up to six years.
Although this is often thought of as a visa for information
technology workers, it is used to hire a wide range of skilled
workers. Even when a company does not at all consider a
worker to be a temporary hire, an H-1b visa can be the
only way to put a worker on the job while waiting for a
permanent visa. Occupational information on H-1b admis-
sions has not been released, but data are available on the
occupations for which companies have been given permis-
sion to hire H-1b visa holders (text table 3-23).* Because
applications are filed by companies for positions, rather

Text table 3-23.
FY 1997 certifications to hire workers with H-1b
temporary visas

Occupation Certifications Percent

Computer-related and
   electrical engineering ............. 189,400 47.5
Medical ..................................... 116,502 29.2
Other sciences .......................... 13,959 3.5
Other engineering and
   architecture ............................ 22,077 5.5
Education .................................. 14,249 3.6

Other ......................................... 42,137 10.6
Total ........................................... 398,324 100.0

NOTE: The actual occupational distribution of H-1b visa holders
might be quite different. Certification is a permission given to a firm
to try to recruit a worker who then can apply for an H-1b visa. In FY
1997, only 65,000 H-1b visas could legally be issues.

SOURCE: NSF/SRS Tabulation of Department of Labor administra-
tive data summaries.
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Text table 3-24.
FY 1996 temporary visas issued in major
categories likely to include some scientists and
engineers

Temporary work visa categories Issued

H-1b (specialty occupations requiring .............. 58,327
   the equivalent of a bachelor’s degree)
L-1 (intracompany transfers) ............................. 32,098
TN (NAFTA visa for professionals) .................... 29,252
O-1 (persons of extraordinary ability) ............... 2,765
O-2 (workers assisting O-1) .............................. 1,594

Temporary student/exchange visa categories Issued

F-1 (students) .................................................... 241,003
J-1 (exchange visitors) ...................................... 171,164

SOURCE: Immigration and Naturalization Service administrative
records.
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than for a particular individual, many times more applica-
tions are filed than either visas issued or applied for. Al-
most half (47.5 percent) of H-1b certifications were for
computer-related or electrical engineering positions. An-
other 29.2 percent were in medical occupations, primarily
as various types of therapists and technicians, but also some
medical researchers. Other S&E fields were 9.0 percent,
education (including professors) was 3.6 percent, and all
other occupations only 10.6 percent of total 1996 H-1b
certifications.

Scientists and engineers may also receive temporary
work visas through intracompany transfer visas (L-1 vi-
sas), high-skill worker visas under the North American
Free Trade Agreement (TN-1 visas—currently a program
primarily for Canadians, but with full access for Mexican
professionals coming into place in 2004), and work visas
for individuals with an outstanding ability (O-1 visas), as
well as several smaller programs.In addition, there is little
doubt that much research is done by students (F-1 and J-1
visas); and by postdocs and visiting scientists (J-1 visas,
but often H-1b or other categories). Counts of visas is-
sued for each of these categories are shown in text table
3-24.

Foreign Scientists and Engineers on Temporary Work Visas

*The annual quota on the number of H-1b visas is controlled through
the issuance of visas to workers, rather than the applications from com-
panies. Anecdotally, some firms that expect to hire multiple workers on
H-1b visas seek permission for many positions, which will also affect
the distribution of occupations in text table 3-23.
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These changes resulted in at least a temporary increase in the
number of scientists able to obtain permanent visas.29

Stay Rates of Temporary Visa
Ph.D. Recipients from U.S. Schools

How many of the foreign students who receive S&E Ph.D.
holders from U.S. graduate schools stay in the United States?
According to a report by Finn (1999), 48 percent of 1992–93
U.S. S&E doctorate recipients with temporary visas were still
in the United States in 1994. By field, this percentage ranged
from 29 percent in the social sciences to 55 percent in physi-
cal sciences and mathematics. (See text table 3-25.) Within
each discipline, the percentage of the Ph.D. graduation co-
hort found in the United States increases with years since
degree, reaching 53 percent in 1997. The increase in the stay
rate occurs despite considerable evidence from other sources
that large numbers of foreign Ph.D. recipients with U.S. de-
grees leave the United States after completing a postdoc, or
at later points in their careers. This suggests a very dynamic
picture of the international migration of Ph.D. scientists—
with some graduates of U.S. schools returning to the United
States even as others leave.

International R&D Employment
Information on the numbers of scientists and engineers

engaged in R&D are contained in figure 3-17, figure 3-18,
and appendix table 3-25 for the G-7 nations: the United States,
Canada, France, Germany, Italy, Japan, and the United King-

dom. Since 1991, Japan has surpassed the United States in
scientists and engineers engaged in R&D as a percentage of
their labor force, but the United States continues to have a
greater proportion of R&D workers than the other included
industrial countries. In terms of total numbers of R&D sci-
entists and engineers, the U.S. share of the G-7 total of sci-
entists and engineers engaged in R&D, as reflected in figure
3-18, has fallen slightly from 48.0 percent in 1981 to 44.3
percent in 1995.

Thousands

Figure 3-16.
Immigration and Naturalization Service counts of 
permanent visas with S&E occupations

See appendix table 3-24. Science & Engineering Indicators – 2000
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U.S. scientists and engineers engaged in R&D as a 
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29In addition, the easier availability of occupation-based permanent visas
affect the measurements—many scientists enter on family-based visas, where
reporting of occupation is optional. If more of these individuals were using
occupational visas, we would identify more immigrants in S&E occupations
for that reason.

Per 10,000

Figure 3-17.
S&E labor force engaged in R&D per 10,000 
labor force
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Characteristics of U.S. Higher
Education Institutions
� The defining characteristics of U.S. higher education

today that foster access—a broad array of institutional
types and sizes, public and private funding, and flex-
ible attendance patterns—were already in place by the
early 1950s. The number of institutions of higher educa-
tion, however, has doubled since the early 1950s: from
approximately 1,870 to 3,700 in 1996. This large and di-
versified set of institutions provides an undergraduate
education to nearly one-third of the U.S. college-age popu-
lation. This access to higher education is still among the
broadest in the world.

� In the past 50 years, enrollment in U.S. higher education
has grown from 2.5 million students to more than 14
million. The four-decade expansion in enrollment in U.S.
higher education reached its peak in 1992, when 14.7 mil-
lion students were enrolled. Enrollment declined and lev-
eled off from 1993 to 1996 and started to rise again in 1997.
As the college-age population increases after the year 2000,
enrollment in higher education is expected to rise again.

� Although the diverse spectrum of institutions provides
relatively high access to higher education in the United
States, research-intensive universities produce the ma-
jority of engineering degrees and a large proportion of
natural and social science degrees at the graduate and
undergraduate levels. The country’s 126 research univer-
sities awarded more than 42 percent of all science and en-
gineering (S&E) degrees in 1996 at the bachelor’s level
and 52 percent of all S&E degrees at the master’s level.

� Research universities are less prominent in the under-
graduate S&E education of underrepresented minority
groups than they are in the overall student population.
Black students receive their undergraduate S&E education
mainly in comprehensive universities and liberal arts col-
leges. Historically black colleges and universities (HBCUs)
still play a significant role in the undergraduate S&E edu-
cation of black students.

Undergraduate S&E Students
and Degrees in the United States

� The relatively low level of mathematics and science pro-
ficiency of U.S. 12th graders is evident among entering
first-year college students. In 1997, 22 percent of first-
year students who intended an S&E major reported that
they needed remedial work in mathematics. In addition,
10 percent reported that they needed remedial work in the
sciences. The need for remedial work in mathematics and
science has remained high over the past 20 years, with
some differences by field of intended major.

� In the past two decades, the U.S. college-age popula-
tion declined by more than 21 percent—from 21.6 mil-
lion in 1980 to 17.0 million in the year 2000. Trends de-

scribed in this chapter on decade-long declining enroll-
ment and degrees in several fields of natural science and
engineering (NS&E) reflect this demographic situation.
The college-age population decline reverses itself in the
year 2001, however, and increases to 19.3 million by the
year 2010 (a 13-percent increase over the year 2000 fig-
ure). This increase in the college-age population portends
another wave of expansion in U.S. higher education—and
growth in S&E degrees at all levels.

� Echoing this overall demographic decline, the number
of students enrolling in undergraduate engineering de-
creased by 16 percent, from a high point of 441,200 stu-
dents in 1983 to 356,000 in 1996. This trend turned around
slightly in 1997 and 1998, with a 1.5-percent increase in
engineering enrollment. Trends in graduate engineering
enrollment differ: graduate enrollment increased from 1979
to 1993 but has declined each year since.

� Since the 1950s, trends in total undergraduate S&E de-
grees show continuous upward growth, although engi-
neering, mathematics, and computer science fields show
declining numbers of degrees in the late 1980s and the
1990s. The growth in overall S&E degrees occurred in two
waves: the first in the 1950s and 1960s and the second in
the 1990s. The only fields with an increasing number of
earned degrees in the 1990s have been psychology and
biological sciences—fields in which women are highly
represented. The entry of women into these fields has off-
set the overall demographic downturn.

International Comparison of
First University Degrees in S&E
� In 1997, more than 2.7 million students worldwide

earned a first university degree in science or engineer-
ing. Among reporting countries, more than 1 million of
the 2.7 million S&E degrees were earned by Asian stu-
dents within Asian universities. Students across Europe
(including Eastern Europe and Russia) earned more than
750,000 first university degrees in science and engineer-
ing. Students in the North American region earned 500,000
first university degrees in these fields.

� Some countries emphasize S&E fields in higher edu-
cation more than others do. In several large countries—
Japan, Russia, and Brazil, for example—more than 60 per-
cent of students earn their first university degrees in S&E
fields, and in China, 72 percent do. In contrast, U.S. stu-
dents study in a wide variety of non-S&E fields; they earn
about one-third of their bachelor-level degrees in S&E
fields (mainly in the social sciences).

� Countries differ with regard to field emphases within
science and engineering. Engineering represents 46 per-
cent of the earned bachelor’s degrees in China, about 30
percent in Sweden and Russia, and about 20 percent in
Japan and South Korea. In contrast, students in the United

Highlights
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States earn about 5 percent of bachelor-level degrees in
engineering fields. Countries with high concentrations of
university degrees in the natural sciences include Ireland
(34 percent), France and India (about 20 percent), and the
United Kingdom (18 percent). Natural sciences represent
almost 12 percent of total U.S. bachelor-level degrees.

� Among the major industrialized countries in the world,
the United States is one of the leading nations in pro-
viding broad access to higher education. In 1997, the
ratio of the number of bachelor-level degrees to the 24-
year-old population was 32 per hundred in the United
States, 35 in the United Kingdom, 28 in Japan, and 24 in
Germany. The ratios for Italy and France were 13 per hun-
dred in that same year.

� The United States ranks below many major industrial-
ized and emerging countries, however, in the proportion
of its college-age population with a natural science or
engineering degree.1 In 1997, the ratio of the number of
NS&E degrees to the 24-year-old population in the United
States was about 5 per hundred. This U.S. ratio has remained
relatively constant—between 4 and 5—over the past sev-
eral decades. In contrast, the ratio of NS&E degrees to the
college-age cohort has been rising in other countries. South
Korea and Taiwan dramatically increased their ratio of NS&E
degrees to 24-year-olds: from 2 per hundred in 1975 to al-
most 7 per hundred in Taiwan in 1997 and almost 9 per
hundred in South Korea. Among European countries, by
1997 this ratio had increased to 9 per hundred in the United
Kingdom and 8 per hundred in Germany.

Graduate S&E Students
and Degrees in the United States

� One indicator of national innovation capacity and po-
tential international competitiveness is the size and
growth of graduate programs in science and engineer-
ing. The long-term trend of increasing enrollment in U.S.
graduate programs in S&E persisted for more than four
decades, from the late 1940s to the early 1990s, followed
by four years of declining enrollment since 1993.

� Increases in S&E degrees at the master’s level persisted
for more than four decades, with accelerated growth in
the first half of the 1990s and a leveling off in 1996.
Master’s degrees in S&E fields expanded from the modest
number of 13,500 in 1954 to more than 95,000 in 1996.

� Doctoral S&E degree production in U.S. universities
shows two waves of strong growth in the last half of the
20th century. The first upsurge of total doctoral S&E de-
grees in the late 1950s and 1960s reflected the Cold War
and the space race and was followed by a long, slow de-
cline in NS&E fields in the 1970s and in the social sci-
ences in the 1980s. In the 1980s, the second wave of growth
occurred in NS&E fields with large annual increases in
academic research and development (R&D) budgets. From

1986 to 1992, increasing numbers of foreign students en-
tered these expanded graduate programs in NS&E fields.

International Comparison
of Doctoral Degrees in S&E

� The United States has the highest number of doctoral
degrees earned in S&E fields. In 1997, U.S. universities
awarded about 26,800 S&E doctoral degrees—more than
twice the number of S&E degrees awarded in any of the
other major industrial countries. However, the combined
doctoral S&E degrees of the three largest European coun-
tries (Germany, France, and the United Kingdom) recently
reached 27,800, surpassing the number of such degrees
earned within the United States.

� Asian graduate education reforms are strengthening
and expanding doctoral programs; consequently, some
Asian countries are becoming somewhat less dependent
on U.S. universities for advanced training in S&E. In
1997, the number of S&E doctoral degrees earned within
major Asian countries (China, India, Japan, South Korea,
and Taiwan) exceeded 18,500—representing a 12-percent
average annual increase from 1993 to 1997. In contrast,
such degrees earned by Asian students from these five
countries within U.S. universities peaked at 6,900 in 1996
(representing less than a 5-percent average annual growth
rate from 1993 to 1996) and declined in 1997.

� China has invested heavily in graduate education. While
the number of S&E doctoral degrees earned by Chinese
students within U.S. universities showed a decade-long
increase until 1996, the number of such degrees earned
within Chinese universities continued to increase, and at a
faster rate. By 1997, Chinese students earned more than
twice as many S&E doctorates within Chinese universi-
ties as within U.S. universities.

Diversity Patterns in S&E Enrollment
and Degrees in the United States

� The trend of increasing enrollment in undergraduate
programs by underrepresented minorities (including
black, Hispanic, and American Indian/Alaskan Native
students) has persisted for more than a decade and con-
tinued in the 1990s. Black enrollment increased 3 per-
cent annually from 1990 to 1996, reaching 1.4 million in
1996. Black males have had more modest gains than black
females. In the same period, Hispanic enrollment in higher
education increased at an even faster rate (7.7 percent an-
nually). The strongest growth, however, has been among
Asians/Pacific Islanders (8 percent annually)—minority
groups that are not underrepresented in S&E fields.

� Despite the overall trend of decreasing enrollment in
undergraduate engineering in the past two decades,
underrepresented minority groups increased their en-
rollment in such programs during this same time pe-
riod. The number of minority students enrolled in engi-
neering increased from 28,700 in 1979 to 56,900 in 1998—
an average annual increase of 3.7 percent. By 1998,

Science & Engineering Indicators – 2000 � 4-3

1 Natural sciences and engineering include physical, earth, atmospheric,
oceanographic, biological, and agricultural sciences; mathematics and com-
puter science; and all fields of engineering.
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underrepresented minorities represented 15.5 percent of
engineering enrollment at the undergraduate level (up from
7.8 in 1979).

� Compared with other groups, fewer underrepresented
minority students complete a bachelor’s degree within
five years after beginning an S&E major. In a longitu-
dinal study, 47 percent of whites and Asians/Pacific Is-
landers completed an S&E degree within 5 years, com-
pared with 25 percent of underrepresented minority groups.
However, a larger percentage of underrepresented minor-
ity groups persisted in studying for an S&E bachelor’s
degree beyond five years. (Taking longer may reflect work-
ing part-time.) In addition, underrepresented minority
groups switched to non-S&E majors more often than other
groups. Attrition rates (dropping out of college) are simi-
lar across all groups—about 22 percent.

� Students from underrepresented minority groups earn
a higher proportion of degrees at the associate’s level
than in four-year or graduate programs. In 1996, these
students earned about 23 percent of the mathematics and
computer science degrees at the associate’s level, a far
higher percentage than for such degrees earned at the
bachelor’s or advanced levels of higher education. At ad-
vanced levels, the proportion of degrees earned by
underrepresented minorities drops off in fields of NS&E.

� The United States is among the leading countries in
the world in the proportion of first university S&E de-
grees earned by women. By 1996, women earned 60 per-
cent of the social and behavioral science degrees, 47 per-
cent of the natural science degrees, 46 percent of the de-
grees in the mathematical sciences, 28 percent of the de-
grees in computer sciences, and 18 percent of the degrees
in engineering. Women in the United Kingdom earn a simi-
larly high proportion of S&E degrees. In contrast, in Ja-
pan women earn a smaller proportion of such degrees: 25
percent of natural science degrees, 23 percent of math-
ematics and computer science degrees, and 8 percent of
engineering degrees.

� Although low participation rates for blacks and His-
panics changed little throughout the 1980s, they have
improved somewhat in the 1990s. The ratio of college
degrees earned by black students to their college-age popu-
lation increased from 11 per hundred in 1980 to 18 per
hundred in 1996; the ratio for Hispanic groups increased
from 10 per hundred in 1980 to 14 per hundred in 1996.
The ratio of NS&E degrees earned by black students to
their college-age populations increased from 1 per hun-
dred in 1980 to 2 per hundred in 1996, and the ratio for
Hispanics rose from slightly under 2 per hundred in 1980
to slightly more than 2 per hundred in 1996. Even with
these modest increases in the 1990s, however, participa-
tion rates of underrepresented minorities are approximately
one-half the overall national rates.

� For the period 1983–92, the strong growth in enroll-
ment in U.S. graduate programs in S&E depended on
the entry of foreign students, particularly in programs

of natural science and engineering (NS&E). In 1992, at
the peak of their enrollment in U.S. graduate programs,
foreign students represented one-third of the students in
engineering, mathematics, and computer sciences. From
1993 to 1996, foreign graduate student enrollment declined
at an average annual rate of 3 percent, with a slight upturn
in 1997. The slight drop in doctoral degrees in NS&E fields
in 1997 is mainly attributable to the decline in the number
of foreign doctoral recipients in that year.

� Among underrepresented minority groups, males are
not as prevalent in fields of NS&E; women in these
groups have a higher proportion of graduate enroll-
ment compared with the overall average. For example,
women are one-third of the black graduate students in en-
gineering and more than one-half of the black graduate
students in fields of natural sciences. Black males are ex-
tremely underrepresented in U.S. higher education in gen-
eral and in S&E fields in particular.

� Gender equity in S&E degrees at the master’s level has
improved continually during the past four decades. By
1996, women earned 58 percent of the master’s degrees in
the social and behavioral sciences and 49 percent in the
biological sciences. However, they earned only 27 percent
of computer science degrees and 17 percent of those in
engineering. Degrees earned by males have declined in
engineering for the past two years, mainly because of de-
clining engineering enrollment by foreign students.

� Each year from 1986 to 1996, an increasing number of
foreign students earned S&E doctoral degrees from U.S.
universities. The number of such degrees earned by for-
eign students increased far faster (8 percent annually) than
those earned by U.S. citizens (2 percent annually). This
decade-long trend of increasing numbers of S&E doctoral
degrees earned by foreign students halted in 1997. In that
year, the number of degrees earned by foreign doctoral
students dropped by 15 percent.

� Like the United States, the United Kingdom, Japan,
and France have a large percentage of foreign students
in their doctoral S&E programs. In 1997, foreign stu-
dents earned 45 percent of the doctoral engineering de-
grees awarded within U.K. universities, 43 percent of the
doctoral engineering degrees within Japanese universities,
and 49 percent of the doctoral degrees within U.S. univer-
sities. In that same year, foreign students earned more than
21 percent of the doctoral degrees in the natural sciences
in France, 29 percent in the United Kingdom, and 36 per-
cent in the United States.

� About 53 percent of the foreign students who earned
S&E doctorates from U.S. universities in 1992 and 1993
were working in the United States in 1997. The stay rates
are higher for scientists and engineers from developing
countries such as China (92 percent) and India (83 per-
cent). In contrast, stay rates are lower for those from emerg-
ing economies such as Taiwan (36 percent) and Korea (9
percent) that can absorb highly qualified, skilled scien-
tists and engineers.
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Introduction

Chapter Overview
Many recommendations for strengthening higher educa-

tion in science and engineering that were made a half-cen-
tury ago in Science and Public Policy2 are still being
implemented or are still of national concern (Steelman 1947).
These recommendations of the President’s Scientific Research
Board—referred to herein as the Steelman report—included
expanding institutions of higher education, training scientists
and engineers in all fields of knowledge, and providing U.S.
leadership in disseminating scientific knowledge. This chap-
ter suggests that several of these recommendations have been
accomplished, as the trends regarding expansion of and greater
access to higher education and the leadership role of U.S.
universities in training scientists and engineers from around
the world demonstrate. This chapter also addresses other rec-
ommendations that are still topics of concern, such as im-
proving the teaching and research experience of
undergraduates, educating adequate numbers of students will-
ing and able to pursue advanced S&E programs, and creating
the “right” number of S&E doctorates to meet the needs of
the workplace. In addition, this chapter presents indicators
on current concerns that are different from those of the past—
especially the participation of women and minorities in S&E,
the dependence on foreign students in U.S. graduate S&E pro-
grams, and the stay rates and return patterns of foreign doc-
toral recipients.

Chapter Organization

This chapter begins with a review of the growth of U.S.
higher education from the early 1950s; this review presents
the characteristics of the diverse set of institutions that fos-
tered this growth. The chapter notes the prominence of re-
search universities in the expansion of S&E degrees, as well
as the continuing importance of comprehensive and liberal
arts colleges. The review highlights increased access to higher
education provided by community colleges.

The main body of the chapter presents trends in enroll-
ment and degrees in broad fields of S&E at various levels—
associate’s, bachelor’s, master’s, and doctorate. The
characteristics of U.S. freshmen show their intentions to ma-
jor in S&E as well as some lack of readiness for college-level
work. Following the review of bachelor-level trends, interna-
tional data are presented to compare participation rates across
several world regions. In addition, international comparisons
are made at the doctoral level, and information is presented
on the worldwide movement toward expansion and reform of
graduate S&E education. Further international comparisons
are made with regard to the participation of women in S&E
fields at the bachelor’s and doctoral levels and the proportion
of doctoral degrees earned by foreign students.

The final sections of the chapter address patterns of diver-
sity in U.S. higher education. The increasing representation
of women and minorities in S&E degrees is shown over time
and by field. Long-term trends of increasing foreign student
enrollment and degrees, as well as recent downturns in these
trends, are discussed.

Other chapters of this volume cover related topics in
S&E education. Chapter 3, “Science and Engineering
Workforce,” discusses the entry of S&E graduates at vari-
ous levels into the U.S. labor force in S&E occupations
and the contribution of foreign doctoral recipients who
remain in the United States for teaching and research.
Chapter 6, “Academic Research and Development,” in-
cludes indicators of graduate student financing, faculty
composition, and the link between R&D funding and gradu-
ate enrollment; the bibliometric section of that chapter also
provides initial indicators of the growing percentage of the
world’s scientific literature from countries expanding their
graduate education in S&E. Chapter 7, “Industry, Tech-
nology, and the Global Marketplace,” provides initial in-
dicators of competitiveness—high technology trade and
patenting—of countries that have expanded their doctoral
S&E training and are building their science infrastructure.
Chapter 9, “Significance of Information Technologies,”
includes the impact of technology on higher education.

Characteristics of U.S. Higher
Education Institutions

The defining characteristics of U.S. higher education that
foster access—a broad array of institutional types and sizes,
public and private funding, and flexible attendance patterns—
were already in place in the early 1950s. In 1953, more than
1,870 institutions—including universities; liberal arts colleges;
teachers’ colleges; and technological, theological, and other
professional schools—were providing higher education. These
diverse institutions included public and private colleges and
universities and provided for part-time attendance. One-fifth
of the undergraduate students were enrolled part-time (U.S.
HEW 1956). Students were concentrated in universities and
liberal arts colleges; only 13 percent were enrolled in junior
colleges. (See text table 4-1.)

Expansion of Institutions

These underlying characteristics of U.S. higher education
have persisted during the past 50 years, with expansion oc-
curring through the establishment of many new institutions
and the increasing size of universities. In 1953, the largest
universities enrolled approximately 10,000 students. By 1996,
the largest U.S. universities enrolled between 25,000 and
50,000 students (HEP 1996). Enrollment has surged within
research and comprehensive universities. A number of teach-
ers’ colleges expanded their offerings and became compre-
hensive and doctoral institutions. While the number of
universities has doubled since the 1950s, the number of two-2See chapter 1.
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year institutions has tripled—from 521 in 1953 to 1,569 in
1996 (HEP 1996). (See figure 4-1.)

Alongside the growth of large institutions in U.S. higher
education, liberal arts institutions have remained relatively
small. In 1953, liberal arts colleges enrolled approximately
0.6 million students in 713 institutions. By 1996, 1.1 million
students were enrolled in approximately 637 such undergradu-
ate colleges (reflecting an average enrollment of less than
2,000 students).

Today’s large and diversified set of institutions provides
an education at the bachelor’s level to approximately one-third
of the U.S. college-age population. (See “Undergraduate S&E

Students and Degrees in the United States.”) Access to U.S.
higher education is still among the highest in the world, al-
though other countries are also broadening access and ex-
panding graduate programs, particularly in S&E. (See
“International Comparison of First University Degrees in
S&E,” “International Comparison of Doctoral Degrees in
S&E,” and sidebar, “Graduate Reforms in Europe, Asia, and
Latin America.”)

In the United States, there were 3,660 (1,580 public and
2,080 private) two- and four-year institutions of higher edu-
cation in 1996 (HEP 1996). These institutions enrolled 14.5
million students at all degree levels in that year and awarded
2.2 million degrees, one-quarter of which were in S&E. (See
figure 4-2.)

More than 5 million of the 14.5 million students are en-
rolled in community colleges. These institutions increase the
openness of U.S. higher education; through considerable re-
medial coursework, they provide a second chance for students
who were not well served by, or well motivated during, their
high school education. They also foster movement into four-
year institutions through arrangements that allow students to
transfer their credits from community colleges to four-year
colleges and universities.

To better describe this diverse set of institutions serving a
variety of needs, the Carnegie Foundation for the Advance-
ment of Teaching has clustered institutions with similar pro-
grams and purposes. (See sidebar, “Carnegie Classification
of Institutions.”)

Long-Term Trends in Enrollment
in U.S. Higher Education

The four-decade expansion in enrollment in U.S. higher
education reached its peak in 1992, when more than 14.6
million students were enrolled, and then leveled off. This ex-
pansion first accelerated in the late 1940s and early 1950s;
by 1950, higher education enrollment had surged to 2.7 mil-
lion students (up from 1.2 million in 1944) as a result of the
post-World War II influx of veterans supported under the GI
Bill (U.S. HEW 1956).3 After the influx of returning veterans
subsided, the number of (nonveteran) college students grew
steadily for several decades, from the 1960s to the early 1990s,
reaching a peak of more than 14.6 million students in 1992.
Following more than four decades of such growth in higher
education, graduate enrollment began a slight decline in 1993;
undergraduate enrollment began declining in 1995. (See
“Undergraduate S&E Students and Degrees in the United
States” and “Graduate S&E Students and Degrees in the
United States.”)

From 1967 to 1992, enrollment in U.S. institutions of higher
education expanded an average of 3 percent annually, but
growth rates differed greatly by type of institution. For ex-
ample, two-year colleges grew at twice this rate and accounted

Text table 4-1.
U.S. institutions of higher education, by type
and enrollment level: 1953

Type Number  Enrollment

Total ........................................... 1,871 2,534,709
Universities ................................ 131 1,154,719
Liberal arts colleges ................... 713 636,479
Teachers’ colleges ..................... 200 208,573
Technological schools ................ 53 114,077
Theological schools ................... 115 31,205
Other professional ...................... 138 61,986
Junior colleges ........................... 498 339,867

SOURCE: U.S. Department of Health, Education, and Welfare (HEW),
Statistics of Higher Education: Faculty, Students, and Degrees 1953–
54 (Washington, DC: U.S. Government Printing Office, 1956).

Science & Engineering Indicators – 2000
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Figure 4-1.
Number of institutions of higher education, 
by type: 1953–94

NOTES: Universities were not categorized as "comprehensive" in
1953; 1953 data on institutional categories are not strictly 
comparable with the later data, which are based on the Carnegie 
Classification of Education. A number of comprehensive universities 
became doctorate-granting institutions between 1987 and 1994.
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Figure 4-2.
U.S. higher education in 1996: students, institutions, and degrees at all levels
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for the largest share of the growth—from 0.2 million students
in 1950 to 5.5 million students in 1996. (See appendix table
4-2 and U.S. HEW 1956.) In 1950, two-year college enroll-
ment was 9 percent of overall higher education enrollment.
By 1996, enrollment in two-year colleges was 38 percent of
higher education’s total enrollment. In contrast, student en-
rollment in research I universities grew more modestly, from
1.5 million students in 1967 to 2.1 million in 1991 (with slight
declines since then).4 Research universities enroll only 19
percent of the students in higher education, but they play the

largest role in S&E degree production. (See figure 4-3 and
appendix table 4-2.)

S&E Degree Production by Type of Institution
A diverse spectrum of institutions provides for relatively

high access to higher education in the United States, but the
research-intensive universities produce the majority of engi-
neering degrees and a large proportion of natural and social
science degrees at both the graduate and undergraduate lev-
els. (See figures 4-4 and 4-5.) In 1996, the country’s 126 re-
search universities awarded more than 42 percent of all S&E
degrees at the bachelor’s level and 52 percent of all S&E de-
grees at the master’s level. (See appendix table 4-3.) In addi-

Carnegie has classified higher education institutions
into 10 categories based on the size of their baccalaureate
and graduate degree programs, the amount of research
funding they receive, and—for baccalaureate colleges—
their selectivity.* Following is a brief description of these
categories.

� Research universities I. These institutions offer a full
range of baccalaureate programs, are committed to
graduate education through the doctorate level, and give
high priority to research. They award 50 or more doc-
toral degrees each year and annually receive $40 mil-
lion or more in Federal research support.

� Research universities II. These institutions are the
same as research I universities, except that they receive
between $15.5 million and $40 million annually in Fed-
eral research support.

� Doctorate-granting I. In addition to offering a full range
of baccalaureate programs, the mission of these institu-
tions includes a commitment to graduate education through
the doctoral degree. They award 40 or more doctoral de-
grees annually in at least five academic disciplines.

� Doctorate-granting II. These institutions are the same
as doctorate-granting I institutions, except that they
award 20 or more doctoral degrees annually in at least
one discipline or 10 or more doctoral degrees in three
disciplines.

� Master’s (comprehensive) universities and colleges
I. These institutions offer baccalaureate programs and,

with few exceptions, graduate education through the
master’s degree. More than half of their baccalaureate
degrees are awarded in two or more occupational or
professional disciplines, such as engineering or busi-
ness administration. All of the institutions in this group
enroll at least 2,500 students.

� Master’s (comprehensive) universities and colleges
II. These institutions are the same as master’s univer-
sities and colleges I, except that all of the institutions
in this group enroll between 1,500 and 2,500 students.

� Baccalaureate (liberal arts) colleges I. These highly
selective institutions are primarily undergraduate col-
leges. They award more than 40 percent of their bacca-
laureate degrees in liberal arts and science fields.

� Baccalaureate (liberal arts) colleges II. These insti-
tutions are primarily undergraduate colleges that award
less than 40 percent of their degrees in liberal arts and
science fields. They are less restrictive in admissions
than baccalaureate colleges I.

� Associate of arts colleges. These institutions offer cer-
tificate or degree programs through the associate de-
gree level and, with few exceptions, offer no baccalau-
reate degrees.

� Professional schools and other specialized institu-
tions. These institutions offer degrees ranging from the
bachelor’s to the doctorate. At least half of the degrees
awarded by these institutions are in a single special-
ized field. These institutions include theological semi-
naries, bible colleges, and other institutions offering
degrees in religion; medical schools and centers; other
separate health profession schools; law schools; engi-
neering and technology schools; business and manage-
ment schools; schools of art, music, and design; teach-
ers’ colleges; and corporate-sponsored institutions.

Carnegie Classification of Institutions

*The Carnegie classification is not an assessment guide, nor are the
distinctions between classification sublevels (for example, research I and
research II) based on institutions’ educational quality. Baccalaureate col-
lege I institutions exercise more selectivity regarding students than do
baccalaureate colleges II, but in general the Carnegie categories are a
typology, not a rank ordering.

4Research institutions, however, account for significant numbers of S&E
degrees; two-year colleges do not. (See figure 4-2 and “S&E Degree Pro-
duction by Type of Institution.”)



Science & Engineering Indicators – 2000 �4-9

tion, comprehensive and liberal arts I institutions produce sig-
nificant numbers of bachelor’s and master’s degrees in sci-
ence and engineering. (See appendix table 4-3.)

The proportion of S&E degrees earned by institution type
in U.S. higher education, however, is not homogeneous for
all groups. In contrast to the overall student population, S&E
degrees earned by underrepresented minorities are less con-
centrated in research universities; minority-serving institu-
tions still play a significant role in minorities’ S&E education.
These students earn a far smaller percentage of their bach-
elor-level degrees in the natural and social sciences at research
universities, compared with their engineering degrees and with
the percentage of such degrees earned by the overall student
population. Over the past 20 years, underrepresented minor-
ity students have earned higher percentages of their degrees
within research universities in social science and engineering
fields, but not in natural science fields. By 1996, underrep-
resented minority students earned 44 percent of their bach-
elor-level engineering degrees at research universities, up from
32 percent in 1977. (See appendix table 4-5.) However, the
relatively small percentages of degrees earned by under-
represented minority students within research universities
have remained stable over the past 20 years. (See appendix
table 4-5 and text table 4-2.)

Science & Engineering Indicators – 2000
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Figure 4-3.
Enrollment in U.S. higher education, 
by institution type: 1967–96

See text table 4-1 and appendix table 4-2.
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Black students have traditionally earned a large percent-
age of their S&E degrees within historically black colleges
and universities (HBCUs)—mainly comprehensive universi-
ties and liberal arts colleges. HBCUs, originally established
during the period of legalized segregation for the purpose of
educating blacks, continue to produce large percentages of
the S&E bachelor-level degrees earned by black students.
These comprehensive universities and liberal arts colleges pro-
duce 30 percent of their engineering degrees, 44 percent of
their natural science degrees, and 25 percent of their social
science degrees. These percentages have remained relatively
stable for the past 20 years. (See appendix table 4-5 and
NSF 1999c.)

The associate of arts colleges, which enroll more than 5
million students, account for only a small percentage of S&E
degrees. These two-year colleges, however, provide continu-
ing education and flexibility in the U.S. higher education sys-
tem, allowing students to complete required work-related
courses or obtain coursework credits for transfer to a four-
year college or university. An analysis of undergraduate ca-
reers in engineering in 1995 showed that one out of six students
who received a bachelor’s degree in engineering, engineering
technology, or architecture started in a community college
(USDE 1998).

Baccalaureate Origins of Ph.D.s
The 126 research universities provide the baccalaureate

education of the majority (56 percent) of S&E doctoral re-
cipients. However, liberal arts colleges and comprehensive
universities also contribute a significant proportion of bach-
elor-level degrees among students who later complete doc-
toral S&E degrees. Each of these institution types provides
15 percent of the baccalaureate education of doctoral recipi-
ents; within individual fields they are even more prominent.
For example, 23 percent of the students earning doctorates in
chemistry received their undergraduate education within a
liberal arts college, and an additional 23 percent received their
undergraduate education within a comprehensive university.
(See appendix table 4-6.)

Figure 4-5.
Master’ s degrees awarded in S&E, by institution 
type: 1996
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Text table 4-2.
Percentage of S&E bachelor’ s degrees earned by
underrepresented minorities within research
universities: 1996

Total student Underrepresented
Field population minorities

Total S&E ........................... 42 31
Natural sciences ................ 39 25
Social sciences .................. 38 32
Engineering ........................ 60 44

See appendix tables 4-3 and 4-5.
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Demographics and U.S. Higher Education
The U.S. college-age population has declined by more than

21 percent in the past two decades, from 21.6 million in 1980
to 17.0 million in the year 2000. This demographic decline is
reflected in the trends presented in this chapter, including the
declining number of bachelor’s degrees in several fields of
NS&E beginning in the late 1980s. (See figure 4-6.) This 20-
year population decline of the college-age cohort reverses it-
self in the year 2000, and increases to 19.3 million by the year
2010. (See appendix table 4-7.) The increase in the college-age
population by more than 13 percent in the first decade of the
21st century portends another wave of expansion in U.S. higher
education—and growth in S&E degrees at all levels.

Undergraduate S&E Students
and Degrees in the United States

Characteristics of
American College Freshmen

Intentions to Major in S&E
The issue of whether women and minorities are attracted to

S&E majors is of national interest because they now make up the
majority of the labor force. Their successful completion of S&E
degrees will determine the adequacy of entrants into the S&E
workforce in the United States. This section reports on two longi-
tudinal surveys of student intentions to major in S&E, by race,
ethnicity, and sex. (See “Bachelor’s Degrees,” “Trends in Earned
S&E Degrees.”) The Higher Education Research Institute’s (HERI)
Freshman Norms Survey annually surveys a nationally represen-
tative sample of first-year students in four-year colleges and uni-
versities about their intention to major in any S&E field (HERI
1998). The National Education Longitudinal Study of 1988
(NELS:88 unpublished tabulations) tracked a large, nationally
representative sample of eighth graders and identified in a follow-
up survey those who were enrolled in undergraduate S&E pro-
grams (NCES 1998b).

The Freshman Norms data show that, by 1998, 47 percent
of the first-year college students reporting intentions to ma-
jor in S&E were women; 53 percent were men (HERI 1998).
These data also show increasing racial diversity among stu-
dents choosing an S&E major. By 1998, underrepresented
minority groups represented 19 percent of those intending an
S&E major,5 up from 8 percent in 1971. The trend is toward
an increased percentage of black and Hispanic freshmen in-
tending a natural science or engineering major. (See appen-
dix table 4-9.) For example, from 1986 to 1998, the proportion
of underrepresented minorities intending to major in the bio-

logical sciences rose from 10 percent of first-year college stu-
dents to 18 percent.6 (See appendix table 4-9.)

NELS:88 corroborated the findings of the Freshman Norms
Survey and showed little difference between racial and ethnic
groups with regard to choosing an S&E major. NELS:88 fol-
lowed students from eighth grade through high school, col-
lege, and entry into the labor force. Students who reported being
enrolled in an S&E program (generally as sophomores in col-
lege) were examined to identify differences by race and sex.
Between 9 and 10 percent of all racial/ethnic groups of this
cohort were enrolled in S&E programs in 1994. In contrast,
the study found a significant difference in the percentage of
males and females enrolled in S&E programs: 12 percent of
males were enrolled in such programs, whereas only 7 percent
of females were enrolled in S&E fields. The gap between males
and females is particularly pronounced among (or attributable
mainly to) the gaps among white and Asian/Pacific Islander
students; among black and Hispanic students, women are es-
sentially on par with men. (See figure 4-7.)

Of the relatively small percentage of students who enroll
as S&E majors, less than one-half complete an S&E degree
within 5 years. (See “Diversity Patterns in S&E Enrollment
and Degrees in the United States.”) Although there may be
many reasons for this, the disparity between the percentage
of students who aspire to study S&E fields and the percent-
age who complete an undergraduate S&E degree reflects, in
part, the lack of readiness of U.S. students for college-level
S&E coursework.

5In 1996, white students constituted 67 percent of the 18-year-old popula-
tion in the United States; underrepresented minority groups constituted 29
percent (U.S. Department of Commerce, Bureau of the Census 1998).

6Underrepresented minority students are not uniformly distributed across
all institutions, however. They are more concentrated in minority-serving
institutions (comprehensive universities and liberal arts colleges) and HBCUs.
(See “S&E Degree Production by Type of Institution.”)

Thousands of NS&E degrees Millions in college-age cohort

Figure 4-6.
Trends in U.S. college-age cohort and bachelor’ s 
degrees in selected NS&E fields: 1975–2010

NOTES: NS&E = natural science and engineering. College-age 
cohort = the 20–24-year-old population. Selected natural sciences 
include physical, earth, atmospheric, and oceanographic sciences, 
mathematics, and computer sciences. 
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Quality of High School Graduates
Are U.S. freshmen ready for college-level coursework?

Data from national longitudinal studies (HERI 1998; NELS:88
unpublished tabulations) and the 1994 High School Transcript
Study (NCES 1997) provide some indicators of readiness:

the increasing number of mathematics and science courses
taken, the relatively low level of 12th-grade proficiency in
science and mathematics, and the continuing need for reme-
dial work in college.

Trend data from 1971 to 1998 on the number of high school
mathematics and science courses that students have taken show
that an increasing percentage of entering first-year college stu-
dents have taken four years of high school mathematics and
two to three years of science coursework (HERI 1998). These
percentage increases have occurred across all racial groups,
though they are somewhat lower among some minority groups.
In 1998, between 64 and 75 percent of different subpopula-
tions of entering first-year college students reported that they
had completed four years of high school mathematics—a con-
siderable increase from the figures reported in the previous
decade. In 1984, between 37 and 65 percent of entering first-
year college students reported having four years of high school
math. In addition, first-year college students reported an in-
creasing amount of high school coursework in the biological
sciences. (See appendix table 4-10.) This increase in mathemat-
ics and science courses is corroborated in the 1994 High School
Transcript Study, which showed that, from 1982 to 1994, ris-
ing percentages of male and female high school graduates had
taken various mathematics and science courses. (See text table
4-3.)

Despite the additional mathematics and science
coursetaking in high school, a relatively small percentage of
12th graders demonstrate a high level of proficiency in math-
ematics and science.7  NELS:88 tracked a representative

Text table 4-3.
Percentage of high school graduates who report having taken mathematics and science courses,
by sex: various years

Course

Mathematics
   Algebra I .................................... 53.9 64.0 64.2 66.4 52.2 62.3 61.7 64.7 55.4 65.7 66.5 68.1
   Geometry .................................. 45.5 59.7 63.4 70.4 45.0 58.8 62.4 68.3 45.9 60.4 64.4 72.4
   Algebra II ................................... 32.2 48.1 51.7 58.6 32.4 47.3 50.0 55.4 32.0 48.9 53.3 61.6
   Trigonometry ............................. 12.1 18.6 18.2 17.2 13.2 19.5 18.1 16.6 11.1 17.6 18.2 17.8
   Analysis/precalculus ................. 5.9 12.6 13.4 17.3 6.2 13.5 14.0 16.3 5.6 11.6 12.8 18.2
   Calculus .................................... 4.6 6.0 6.5 9.2 5.1 7.4 7.5 9.4 4.1 4.6 5.6 9.1

Science
   Biology ...................................... 76.4 87.8 91.3 93.5 74.2 86.3 90.0 92.3 78.4 89.4 92.5 94.7
   Chemistry .................................. 30.9 43.7 49.0 56.0 31.9 44.3 47.9 63.2 30.0 43.2 50.0 58.7
   Physics ...................................... 14.2 19.2 21.5 24.4 18.8 24.0 25.4 26.9 10.0 14.6 18.0 22.0
   Biology and chemistry .............. 28.1 42.1 47.6 53.8 28.2 42.2 46.4 50.9 28.0 42.0 48.8 56.6
   Biology, chemistry, and physics 10.6 16.4 18.8 21.3 13.4 20.1 21.8 23.1 7.9 12.8 16.1 19.6

SOURCE: National Center for Education Statistics (NCES), The Condition of Education 1997 (Washington DC: 1997). (Data are based on the 1994 High
School Transcript Study Tabulations.)
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7The Third International Mathematics and Science Study shows similar
findings. U.S. 12th graders scored below the international average and among
the lowest of the 21 participating nations in both mathematics and science
general knowledge.

Figure 4-7.
Enrollment in college as S&E majors, 
by race/ethnicity and sex

NOTE: 1988 eighth graders who later enrolled in college as S&E 
majors.
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SOURCE: National Center for Education Statistics (NCES), National 
Education Longitudinal Study (NELS:88), unpublished tabulations.
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sample of 25,000 students from eighth grade through high
school, college, and entry into the labor force. This study in-
cluded assessment of students’ high school course-taking be-
havior and their mathematics and science proficiency. Analysis
of the NELS data shows that in 1992 only about 37 percent of
white and Asian/Pacific Islander students reached a high level
of proficiency (level 4 or 5) in mathematics; an even smaller
percentage of underrepresented minority students achieved
this high proficiency (14 percent). In the sciences, only 25
percent of white and Asian/Pacific Islander students reached
a high level (level 3) of proficiency in this exam, and even
lower percentages of underrepresented minority students (8
percent) reached this level. (See appendix table 4-11.) This
low level of science proficiency is also reflected in science
literacy data collected with the National Science Foundation’s
(NSF) survey of public attitudes toward and understanding
of science and technology (S&T) (see chapter 8).

Low mathematics and science proficiency is also evi-
dent among entering first-year college students. In 1997,
22 percent of first-year college students who intended an
S&E major reported that they needed remedial work in
mathematics; 10 percent reported they needed remedial
work in the sciences. The percentages of students who need
remedial work in mathematics and science have remained
high over the past 20 years, with some differences by field
of intended major. (See appendix table 4-12.) Students in-
tending to major in the physical sciences and engineering
report less need for remedial work. In contrast, students
intending to major in the social and biological sciences, as
well as in non-S&E fields, report more need for remedial
work. (See figure 4-8 and appendix table 4-12.)

Readiness for College-Level Mathematics
The American Mathematical Society’s (AMS) surveys of

mathematics courses (five-year incremental studies from 1970
to 1995) show an increasing percentage of remedial mathemat-
ics courses at two- and four-year colleges and a decreasing per-
centage of advanced-level course work at four-year institutions
(NSB 1998). In the past decade, fewer students majored in
mathematics (see “Bachelor’s Degrees”), and universities de-
creased advanced-level coursework in mathematics. The forth-
coming AMS survey of mathematics courses in the year 2000
should be monitored to see whether enrollment in remedial
mathematics in four-year institutions continues to remain around
15 percent, or whether it decreases. (See text table 4-4.)

Engineering Enrollment
In contrast to intentions to major in S&E provided above,

the annual fall survey of the Engineering Workforce Com-
mission (EWC) obtains data on actual enrollment in gradu-
ate and undergraduate programs. Engineering programs
generally require students to declare their major as first-year
students, allowing enrollment to be used as an early indicator
of undergraduate engineering degrees and interest in engi-
neering careers.

The overall trend has been fewer students entering engi-
neering (reflecting demographic declines in the college-age
population), with a slight upturn in 1997 and 1998 (EWC 1999).
At the undergraduate level, the EWC data show a declining
trend in enrollment, from a high point of 441,200 students in
1983 to 356,000 students in 1996 (a 19-percent reduction). (See
appendix table 4-13.) The decline was neither smooth nor con-
tinuous. Engineering enrollment stabilized for several years
(1989–92) before resuming its declining trend until 1996. This
declining trend turned around slightly in 1997 and 1998, with
a 1.5-percent annual increase in undergraduate engineering
enrollment. Trends in graduate engineering enrollment differ:
graduate enrollment increased from 1979 to 1992 and then
declined each year. (See figure 4-9.)

Associate’ s Degrees
The characteristics of the community college—flexibility,

accessibility, links with industry, remediation, and low cost—
contribute to its broad appeal. Many students who enroll in
two-year colleges are seeking certificates or associate’s de-
grees, but some find two-year colleges an inexpensive means
of completing the first two years of a college education be-
fore transferring to a four-year institution. About 22 percent
of 1989/90 beginning postsecondary students who began at
two-year institutions transferred to four-year institutions8

(NCES 1998a), thereby increasing access to higher levels of
education. The majority of community colleges have links
with industry; two-year engineering technology programs
generally have cooperative programs with industry to train
workers (Burton and Celebuski 1995). One-half of commu-

Figure 4-8.
Freshmen reporting need for remedial work in 
science or math, by intended major: 1997

See appendix table 4-12. Science & Engineering Indicators – 2000
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8The source of these data is the U.S. Department of Education’s Begin-
ning Postsecondary Students Survey, reported in NCES (1998a).
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nity college students are enrolled on a part-time basis. Al-
most all public two-year institutions provide remedial
coursework, and approximately one-third of the students in
these institutions are enrolled in remedial mathematics
courses. (See figure 4-10.)

Since 1990, student enrollment has leveled off in all
institution types that produce large numbers of S&E de-
grees. In contrast, over the past several decades, student
enrollment in U.S. higher education institutions has in-
creased most in two-year colleges. These institutions pro-

duce relatively few degrees, however. In 1996, 38 percent
of the 15 million students in U.S. higher education were
enrolled in two-year colleges, but they earned only 500,000
associate’s degrees. Among beginning students at two-year
colleges in the 1989/90 school year, only 24 percent had
earned an associate’s or higher degree by 1994 (NCES
1998a). This large disparity between the number of stu-
dents enrolled and earned degrees implies high attrition
rates but also highlights one of the characteristics of com-

Figure 4-10.
Course offerings in remedial mathematics, 
by type of institution: 1995

See appendix table 4-15. Science & Engineering Indicators – 2000
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Text table 4-4.
Estimated enrollment in undergraduate mathematics courses

Course level

Enrollment (in thousands)

All math courses ...................... 1,188 1,525 1,619 1,619 1,469 555 925 900 1,241 1,384
Remedial .................................... 101 242 251 261 222 191 441 482 724 800
Precalculus ................................ 538 602 593 592 613 134 180 188 245 295
Calculus ..................................... 414 590 637 647 538 59 86 97 128 129
Advanced ................................... 135 91 138 119 96 0 0 0 0 0
Other .......................................... NA NA NA NA NA 171 218 133 144 160

Percent

All math courses ...................... 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Remedial .................................... 0.09 0.16 0.16 0.16 0.15 0.34 0.48 0.54 0.58 0.58
Precalculus ................................ 0.45 0.39 0.37 0.37 0.42 0.24 0.19 0.21 0.20 0.21
Calculus ..................................... 0.35 0.39 0.39 0.40 0.37 0.11 0.09 0.11 0.10 0.09
Advanced ................................... 0.11 0.06 0.09 0.07 0.07 0.00 0.00 0.00 0.00 0.00
Other .......................................... NA NA NA NA NA 0.31 0.24 0.15 0.12 0.12

NA = not applicable

NOTE: Precalculus-level mathematics courses include algebra and trigonometry courses, as well as courses for nonscience majors, finite mathematics,
non-calculus-based business mathematics, and mathematics for prospective elementary school teachers.

SOURCE: D.C. Rung, “ A Survey of Four-Year and University Mathematics in Fall 1995: A Hiatus in Both Enrollment and Faculty Increases,”  Notices of the
AMS 44, no. 8 (September 1997): 923–31.
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Figure 4-9.
Engineering enrollment, by level: 1979–98
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munity colleges—a large amount of coursetaking for spe-
cific skills not necessarily leading to an associate’s degree.
Part of this lack of persistence in completing an associate’s
degree is intentional; full-time students, as well as part-
time, older, and night school students, may take a sequence
of courses for specific skills to enter or change positions
in the labor force. For a variety of other reasons, students
can earn credentials below the level of associate’s degree.

Among those who do earn associate-level degrees, rela-
tively few (11 percent) earn them in S&E or engineering tech-
nology fields. In 1986–96, the number of associate’s degrees
in S&E fields has been modest and quite stable, ranging be-
tween 20,000 and 25,000 degrees out of approximately
450,000 to 540,000 total degrees. (See appendix table 4-16.)
More numerous, however, are degrees earned in engineering
technology programs (approximately 36,000 in 1996). Such
engineering technology programs are mainly focused on elec-
tronics, computer technology, graphics, and mechanical en-
gineering. (See Burton and Celebuski 1995.)

Although associate’s degrees in engineering technology
have been declining for about a decade—reaching a low of
36,000 in 1996 (Burton and Celebuski 1995)—enrollment in
these programs is far higher than completed degrees would
indicate. A survey of technical education in two-year colleges
showed that course enrollment was about seven times higher
than completed degrees (Burton and Celebuski 1995). The
study also showed linkages with local industry that allow en-

rollees to acquire useful skills and familiarity with science,
mathematics, engineering, and technology and join the in-
dustrial workforce without completing an associate’s degree.
Because of the importance of two-year colleges in preparing
workers for high-technology employment, more needs to be
known about the quality of education being provided and the
attrition rates of their students.

Bachelor’ s Degrees

Trends in Earned S&E Degrees
Since the 1950s, trends in total S&E degrees earned show

continual upward growth, although several fields of NS&E
show a declining number of degrees in the 1990s. (See figure
4-11.) The growth occurred in two waves: the first in the 1950s
and 1960s and the second in the 1990s (U.S. HEW 1956).
The first growth period was the strongest; the number of de-
grees in S&E fields increased at an average annual rate of
eight percent. Then, during the decades of the 1970s and
1980s, the total overall degrees earned fluctuated and in-
creased at an average annual rate of less than 1 percent, fol-
lowed by a second and milder growth period in the 1990s.
S&E degrees at the bachelor’s level increased at an average
annual rate of 2.6 percent from 1990 to 1996. (See appendix
table 4-17.)

The increase seen in overall S&E degrees in the past four
decades actually represents divergent trends in various fields.

Science & Engineering Indicators – 2000

Figure 4-11.
Bachelor's degrees earned in selected S&E fields: 1966–96

Number of degrees

NOTE: Data are in five-year increments for 1966–86, and one-year increments for 1986–96. Geosciences include earth, atmospheric, and oceanographic
sciences.

See appendix table 4-17.
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Different fields contributed to the expansion of S&E degrees
at different time periods, and several fields show a declining
number of degrees in the 1990s. The number of degrees in
the physical and mathematical sciences peaked in the early
1970s, slowly declined in the 1980s, and then leveled off in
the 1990s. In contrast, engineering and computer science de-
grees peaked in the mid-1980s, quickly declined, and leveled
off in the 1990s. Trends in the biological sciences showed a
long, slow decline in earned degrees in the 1980s but a rever-
sal of this trend in the 1990s. The only fields with an increas-
ing number of earned degrees in the 1990s are psychology
and the biological sciences.

Curriculum Reform in Undergraduate Education
The Steelman report’s concern for improving the quality of

undergraduate education has been of recurring national interest
and has gained momentum in the past 10 years. Individual fac-
ulty, departments, professional societies, and institutions of higher
education are increasingly involved in reform to enhance under-
graduate teaching and the curriculum in mathematics, the vari-
ous fields of sciences, engineering, and technology. Since 1992,
faculties from 700 institutions of higher education have partici-
pated in one or more workshops to strengthen student interest
and success in mathematics and science (Project Kaleidoscope
1999). Reforms include, for example, infusing more investiga-
tive learning into the curricula, using innovative computer labo-
ratories and learning technologies, increasing undergraduate
research experiences, and encouraging interdisciplinary collabo-
ration in team teaching.

Reforms are directed at both science and nonscience ma-
jors. Improved introductory and advanced courses that attract
and retain science majors seek both to augment the S&E
workforce needed in the U.S. economy and to prepare ad-
equate numbers of students for advanced study. Designing
successful introductory courses is also aimed at strengthen-
ing the understanding of the processes and methods of sci-
ence for all college students. This broader attention to
curricular reform in mathematics and science courses for all
students is essential for improving future K–12 teachers, public
understanding of scientific issues, and citizen participation
in an increasingly technological society. (See sidebar, “Insti-
tution-Wide Reform.”)

International Comparison of First
University Degrees in S&E

Diffusion of Higher Education in S&E Fields
The worldwide expansion in advanced S&E education

capabilities is particularly evident in Europe, Asia, and the
Americas.9 One indicator of this diffusion of S&E education
capacity is the rapidly increasing number of students com-

9Data in this section are primarily taken from the National Science Foun-
dation, Science Resources Studies Division, Global Database on Human
Resources for Science, and are based on national and international sources.
(See appendix table 4-18.)

pleting university degrees in S&E. (See appendix table 4-18
and NSB 1998.) Another indicator is the expansion of doc-
toral programs in S&E and graduate education reforms to
improve the quality of research and build national innovation
capacity. (See “International Comparison of Doctoral Degrees
in S&E.10)

In 1997, more than 2.7 million students worldwide earned
a first university degree11 in science or engineering. (Note
that the worldwide total includes only countries for which
recent data are available, primarily in the Asian, European,
and American regions, and is therefore an underestimation.)
These 2.7 million degrees are evenly balanced among the
broad S&E fields: about 900,000 students earned degrees in
each of the broad fields of natural sciences,12 social sciences,
and engineering. (See appendix table 4-18.)

From among reporting countries, more than 1 million of
the 2.7 million S&E degrees were earned by Asian students
within Asian universities. Students across Europe (including
Eastern Europe and Russia) earned more than three-quarters
of a million first university degrees in S&E. And students in
the North American region earned one-half million bachelor-
level degrees. These three regions, Asia, Europe, and North

Since curricular changes and facility improvements
occur slowly without departmental and institutional
backing, a major theme of undergraduate education
reform in S&E courses is the so-called institution-wide
reform. The aim of institution-wide reform is to revi-
talize undergraduate education on a more comprehen-
sive, self-sustaining, and interdisciplinary basis.
Recently initiated assessments of these initiatives will
attempt to develop quantitative indicators on faculty,
students, and institutions (Ruskus 1999). For example,
faculty assessment will include the proportion of S&E
faculty revising their curricula for best practices in
teaching, collaborating with other faculty in develop-
ing courses, and publishing research on improved
teaching and learning. Student outcomes will include
the proportion of students completing S&E courses that
reflect best practices, enrollment in follow-on courses,
completion rates for S&E majors, and an undergradu-
ate research experience or internship.

Institution-Wide Reform

10For other indicators of the development of science and technology infra-
structure in several world regions, see other chapters in this volume on re-
search and development (chapter 2), bibliometrics (chapter 6), and patents
and high-technology trade (chapter 7).

11A first university degree refers to completion of an undergraduate de-
gree program. These degrees are classified as level 6 in the International
Standard Classification of Education, although individual countries use dif-
ferent names for the first terminal degree: for example, laureata in Italy,
diplome in Germany, maitrise in France, and bachelor’s degree in the United
States and in Asian countries.

12 The natural sciences comprise the physical, earth, atmospheric, oceano-
graphic, biological, and agricultural sciences; mathematics; and computer
sciences.
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America, account for the large majority (88 percent) of reported
S&E bachelor’s degrees earned worldwide. Students in Asia
and Europe earn more first university degrees in engineering
than in natural sciences and generally more in natural sciences
than in social sciences, whereas in North America earned de-
grees show the reverse. (See figure 4-12 and appendix table 4-18.)

Growth Rates in S&E Fields
The higher growth rate in NS&E degrees in Asia and Eu-

rope than in North America has been reported earlier (NSB
1998; NSF 1993; NSF 1996a). For example, in the past dec-
ade, the average annual growth rate in earned NS&E degrees
in the Asian and European regions was more than 4 percent.
In contrast, in the North American region the number of NS&E
degrees declined at an average annual rate of 0.9 percent dur-
ing this same time period.

Trends in Asia
Recent changes in higher education in these regions, how-

ever, are less well known. These changes include a leveling
off of bachelor-level S&E degrees and a shift in emphasis to
doctoral S&E training. (See figures 4-13 and 4-14.) Bach-
elor-level engineering degrees peaked in Asia in 1995 at
324,500 and declined slightly in 1996. Similarly, natural sci-
ence degrees peaked at 191,500 in 1995 and dropped slightly
in 1996. (See “International Comparison of Doctoral Degrees
in S&E” and sidebar, “Graduate Reforms in Europe, Asia,
and Latin America.”) Bachelor’s degrees will again begin to
increase around 2003–04, from the large expansion of under-
graduate enrollment in China in 1999 (Plafker 1999).

Number of degrees

Figure 4-13.
Bachelor's degrees in S&E fields earned within 
selected Asian countries: 1975–96
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NOTES: The steep rise in degrees in 1985 reflects the inclusion of 
Chinese data from that year on. Natural sciences include physical, 
biological, earth, atmospheric, and oceanographic sciences. Social 
sciences include psychology, sociology, and other social sciences.

See appendix table 4-19 for Asian countries included.
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Figure 4-14.
Doctoral degrees in S&E fields earned within 
selected Asian countries: 1975–97
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spheric, and oceanographic sciences. Social sciences include 
psychology, sociology, and other social sciences.

See appendix table 4-19 for Asian countries included.

Number of degrees

Figure 4-12.
First university degrees in S&E in selected
countries, by region: 1997 or most recent year

NOTES: Natural sciences include physical, biological, agricultural,
earth, atmospheric, and oceanographic sciences, mathematics, and 
computer sciences. Social sciences include psychology, socio-
logy and other social sciences. 

See appendix table 4-18 for countries included within each region.
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In addition, Asian countries are reexamining the field mix
of sciences within their universities, to balance the previous
concentration on physical science and engineering and meet
new needs. For example, Japan would like to increase study
in the biological sciences and biotechnology for the health
research needs of an aging population and for bioengineering
industries of the future (see Government of Japan 1998a,
1998b, 1999). Text table 4-5 shows the number of biology
and engineering degrees in Japan, their percent of total de-
grees, and comparative data from the United States. Within
Japan, bachelor’s degrees earned in the biological sciences
are less than 1 percent of total degrees, while engineering
degrees represent more than 19 percent of degrees earned at
this level. Similarly, large differences exist at the master’s and
doctoral level. In contrast, in the United States, biology and
engineering degrees represent a similar proportion of total
degrees at both the bachelor’s and doctoral levels. At the
bachelor’s level, biology and engineering each represent about
5 percent of total U.S. degrees; at the doctoral level, 14 to 15
percent of total degrees.

Trends in Europe
Recent European developments include a continually

broadening access to higher education, more mobility for stu-
dents and faculty among the countries of the European Union,
and graduate education reform. European countries are in-
troducing and expanding their short-cycle, three- to four-year
undergraduate programs, alongside their traditional universi-
ties that require six to seven years for completion of the first

university degree (equivalent to a master’s). For example,
Germany has increased the shorter cycle, four-year under-
graduate institutions, called Fachhochschulen, and revised
first university degree programs to shift more of the research
training to the doctoral level (NSF 2000).

Comparison of Proportion of Degrees
in S&E and non-S&E Fields Across Countries

How does the U.S. educational system compare with other
countries in its emphasis on S&E in undergraduate programs?
One indicator of focus on science and engineering is the pro-
portion of degrees earned in S&E and non-S&E fields. Con-
sidering total degrees across all regions, the 2.7 million S&E
degrees represent 42 percent of all first university degrees.
(See appendix table 4-20.) However, some countries empha-
size S&E fields in higher education more than others do. In
several large countries—Japan, Russia, and Brazil—students
earn more than 60 percent of their first university degrees in
S&E fields, and in China, 72 percent do. In contrast, in the
United States, students earn their degrees in a wide range of
S&E and non-S&E fields: U.S. students earn about one-third
of their bachelor-level degrees in S&E fields, mainly in the
social sciences. (See appendix table 4-20.)

Of the first university degrees across all regions, approxi-
mately 14 percent are earned in each of the broad fields of
natural sciences, social sciences, and engineering. There are
strong differences in field emphases across countries, how-
ever. Engineering represents 46 percent of the earned

Text table 4-5.
Earned degrees in biology and engineering in U.S. and Japanese universities, by level: 1996

Country and field

Number

United States
Total, all degrees ........................ 1,179,815 528,000 651,815 408,932 180,360 228,572 42,415 25,470 16,945
   Engineering ............................. 63,114 51,798 11,316 27,763 23,009 4,752 6,305 5,529 776
   Biology .................................... 62,081 29,216 32,865 6,286 2,945 3,341 5,723 3,308 2,415
Japan
Total, all degrees ........................ 512,814 341,116 171,698 47,747 38,022 9,725 8,968 7,477 1,491
   Engineering ............................. 99,428 92,097 7,331 22,622 21,454 1,168 2,127 2,016 111
   Biology .................................... 1,875 1,139 736 794 572 222 192 159 33

Percent

United States
Total, all degrees ........................ 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
   Engineering ............................. 5.3 9.8 1.7 6.8 12.8 2.1 14.9 21.7 4.6
   Biology .................................... 5.3 5.5 5.0 1.5 1.6 1.5 13.5 13.0 14.3
Japan
Total, all degrees ........................ 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
   Engineering ............................. 19.4 27.0 4.3 47.4 56.4 12.0 23.7 27.0 7.4
   Biology .................................... 0.4 0.3 0.4 1.7 1.5 2.3 2.1 2.1 2.2

SOURCES: National Science Foundation, Science Resources Studies Division, Science and Engineering Degrees 1966–96, NSF 99-330, Author, Susan T.
Hill (Arlington, VA: 1999); Government of Japan, Ministry of Education, Science, and Culture (Monbusho), The Monbusho Survey of Education (Tokyo:
annual series, 1996).
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bachelor’s degrees in China, about 30 percent in Sweden and
Russia, and about 20 percent in Japan and South Korea. In
contrast, students in the United States earn only 5 percent of
bachelor-level degrees in engineering fields. Countries with
high concentration of university degrees in the natural sci-
ences include Ireland (34 percent), France and India (20 per-
cent), and the United Kingdom (18 percent). (See appendix
table 4-20.)

Participation Rates in University
Degrees and S&E Degrees

The concern raised by the Steelman report regarding the
need to prepare a sufficient number of students for advanced
graduate education and research in science not only has re-
mained of national interest but has broadened. The issue has
been broadened from ensuring adequate numbers of students
willing and able to enter graduate S&E programs to prepar-
ing all citizens for life and employment in a high-technology
economy. A high ratio of the college-age population earning
university degrees correlates with better public understand-
ing of science, and a high proportion of the college-age popu-
lation earning an NS&E degree is an indicator of the technical
skill level of those entering the workforce.

The ratio of U.S. bachelor’s degrees to the college-age co-
hort is relatively high: 32 per hundred. Only a handful of coun-
tries (the United Kingdom, Canada, Australia, and New
Zealand) have higher ratios. However, the ratio of NS&E de-
grees to the college-age population in more than a dozen Asian
and European countries is higher than in the United States.
South Korea and Taiwan dramatically increased their ratio of
NS&E degrees to their 24-year-olds, from 2 per hundred in
1975 to 7 per hundred in 1997 in Taiwan and 9 per hundred in
South Korea. Japan has maintained a high ratio of NS&E
degrees to its 24-year-old population since the 1970s, with a
slight decline in the late 1980s. The higher ratios after 1995
reflect an increasing number of NS&E degrees and the de-
clining college-age population in Japan. Their college-age
cohort will continue to decline until 2010. (See appendix table
4-18 for 1997 data and NSF 1993 for trend data on Asian
countries, and appendix table 4-7 for the trends on declining
college-age cohorts of major industrialized countries.)

Asia’s two giants, India and China, have low participation
rates in NS&E degrees. India, with its huge, growing popula-
tion, is maintaining its participation rate of 1 per hundred.
China, with an even larger population, has doubled its par-
ticipation rate in the past decade, from 0.4 per hundred in
1985 to 0.9 per hundred in 1996. (See NSF 1993 for trend
data, figure 4-15 and appendix table 4-18.)

A declining pool of college-age students in Europe has
not resulted in declining numbers of NS&E degrees as in the
United States. The size of the college-age cohort in Europe
has declined 21 percent, from 29.7 million in 1985 to 23.5
million in the year 2000.13 (See appendix table 4-7.) Among
European countries, participation rates in NS&E degrees have

grown to more than offset the declining population, most
notably in Germany and the United Kingdom. For example,
the ratio of NS&E degrees to the German college-age cohort
has increased from 3 per hundred to more than 8 per hundred
in the past 20 years. Similarly, in the United Kingdom, the
ratio increased from 3 to more than 9 per hundred in this
same time period. (See NSF 1996a and appendix table 4-18.)

In contrast, overall participation rates have remained rela-
tively constant in the United States; the ratio of NS&E degrees
to the college-age population has remained between 4 and 5
per hundred for the past three decades. That is, students do not
show less interest or achievement in earning natural science or
engineering degrees; neither do they show more. Demograph-
ics have changed significantly, however. As discussed in “De-
mographics and U.S. Higher Education,” the U.S. college-age
population decreased by 21 percent from 1980 to 2000. (After
this 20-year decline, the U.S. college-age cohort will begin to
increase in 2001.) The effect of this demographic trend is par-
tially offset by increasing participation rates for women and
underrepresented minorities. Although the decreasing size of
the college-age cohort resulted in a downturn in the number of
degrees in several NS&E fields, fields in which women are
very highly represented (biological sciences and psychology)
have produced increasing numbers of degrees in the 1990s.
(See appendix table 4-17.)

13The European college-age cohort will begin to increase again in 2005.

Figure 4-15.
Ratio of NS&E degrees to the 24-year-old 
population, by country

NOTES: The ratio is the number of natural science and engineering 
degrees to the 24-year-old population, on a scale of 1 to 100. 
China's data are for 1985 and 1996. Other countries’ data are for 
1975 and 1997. 
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SOURCES: National Science Foundation, Science Resources 
Studies Division (NSF/SRS), Human Resources for Science and 
Technology: The Asian Region, NSF 93-303 (Washington, DC: 1993); 
NSF/SRS, Human Resources for Science and Technology: The
European Region, NSF 96-319 (Arlington, VA: 1996); and appendix
table 4-18.
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Graduate S&E Students
and Degrees in the United States

One of the indicators of national innovation capacity and
potential international competitiveness is the size and growth
of graduate programs in S&E (Porter 1999). This acknowl-
edgment of the importance of education to economic growth
is prompting countries to reform and expand graduate educa-
tion. (See sidebar, “Graduate Reforms in Europe, Asia, and
Latin America.”)

Trends in Graduate Enrollment
The long-term trend of increasing enrollment in U.S. gradu-

ate programs of S&E persisted for more than four decades,
followed by four years of declining enrollment, since 1993.
The increase in enrollment occurred in two strong waves,
reached a peak in 1993, and then subsequently declined in
several S&E fields: natural sciences, social sciences, and en-
gineering. (See appendix table 4-21.) The first wave of in-
creasing graduate student enrollment began in the late 1950s
and continued throughout the 1960s, with particularly strong
Federal support for physics and engineering education and
research. The second wave of increasing enrollment occurred
in the late 1980s with strong Federal support for academic
R&D. (See chapter 2.) A large influx of foreign students into
U.S. graduate S&E programs also occurred in the late 1980s.
(See appendix table 4-22.) Graduate S&E enrollment more
than tripled, from approximately 140,600 students in 1963
(U.S. HEW 1963) to 435,900 in 1993, representing a 2-percent
average annual increase over this period.14 The subsequent
drop in the number of graduate S&E students, from 1993 to
1997, represented an average annual decline of 2 percent. (See
appendix table 4-21.)

However, the time period and intensity of growth and sub-
sequent declines differ for various fields. Graduate enroll-
ment in the social sciences grew in the 1960s and 1970s,
dipped in the early 1980s, and then had a decade-long sharp
increase until the mid-1990s. Recent slight decreases in en-
rollment began in 1995 in psychology and in 1997 in the so-
cial sciences. (See appendix table 4-21 and NSF 2000.)

Enrollment in the natural sciences, on the other hand, ac-
celerated in the 1960s, echoing sharp increases in physical
sciences support from several government agencies (National
Aeronautics and Space Administration, Department of De-
fense, and Department of Energy), followed by modest growth
from 1975 to 1990. The subsequent rapid growth in the early
1990s correlated with expanded research support in the bio-
logical sciences. Recent declines in enrollment in the natural
sciences, however, are mainly from fewer students enrolling
in physical and biological sciences. (See appendix table 4-21
and NSF 2000.)

Engineering followed an upward growth trend until 1992,
with declining enrollment every year since then. Both U.S. and
foreign students contributed to the rather sharp increase in en-
gineering from 1986 to 1992; the decline since 1993 has been
based on fewer U.S. and foreign students entering graduate
engineering programs. (See appendix tables 4-21 and 4-22.)

Graduate enrollment in mathematics and computer sciences
grew rapidly from 1980 to 1986, similar to engineering, with
more modest growth until 1992, followed by a leveling off and
slight decline (in mathematics). Foreign students accounted for
much of the growth in the 1980s. The favorable U.S. job market
after 1992 may account for some of the decline in graduate en-
rollment. (See appendix table 4-21 and 4-22 and NSF 1999a for
disaggregated data on mathematics and computer sciences.)

Master’ s Degrees
Although graduate enrollment in S&E programs contracted

in 1994, master’s degrees in S&E continued to increase
through 1996. (See appendix tables 4-21 and 4-23.) In fact,
increases in S&E degrees at the master’s level persisted for
more than four decades, with accelerated growth in the first
half of the 1990s and a leveling off in 1996. Master’s degrees
expanded from the modest number of 13,500 in 1954 to more
than 95,000 in 1996.

At the master’s level, growth in the number of students
earning degrees occurred at different times for different fields.
The increase in degrees in the physical and mathematical sci-
ences peaked in the early 1970s and then declined, whereas
growth in computer sciences continued to increase through-
out the 1980s and 1990s. The number of earned degrees in
the social and behavioral sciences peaked in the late 1970s,
declined for more than a decade, and then showed a reversal
of this trend in 1989 with continual annual increases. Bio-
logical and agricultural sciences followed this same pattern
of a peak in the late 1970s and declined until 1990. Since
then, agricultural sciences have increased even more sharply
than the biological sciences (NSF 1999b). Engineering, on
the other hand, has had almost continual growth over more
than four decades, with slight declines in both 1995 and 1996.
(See figure 4-16 and appendix table 4-23.)

Doctoral Degrees
The Steelman report’s recommendation to train scientists

and engineers in all fields of knowledge has been carried out.
Doctoral S&E degree production in U.S. universities shows
two waves of strong growth in the last half of the 20th cen-
tury. The first upsurge of doctoral S&E degrees in the late
1950s and 1960s reflected the Cold War and the space race,
as well as the result of the wave of GIs taking S&E-oriented
bachelor’s programs following World War II. (See appendix
table 4-24.) This buildup of doctoral programs was followed
by a long, slow decline in NS&E fields beginning in the early
1970s (from the cutback in the space program) and in the
social sciences in the 1980s. In the 1980s, the second wave of
growth occurred in NS&E fields with large increases in aca-

14The graduate student enrollment survey used by the U.S. Department of
Health, Education, and Welfare in 1963 and that used by the National Sci-
ence Foundation in 1993 have slightly different base populations, so only
approximate comparisons can be made between the number of graduate stu-
dents in these two periods.



Science & Engineering Indicators – 2000 �4-21

demic R&D budgets. (See appendix table 4-25 and chapter
6.) From 1986 to 1992, increasing numbers of foreign stu-
dents entered these expanded graduate NS&E programs. (See
appendix table 4-26.)

Within the natural sciences, doctoral degrees in the bio-
logical and agricultural sciences had a long, steady, upward
trend from 1970 to 1997, while degrees in the physical sci-
ences peaked in the late 1960s, declined to 1980, grew quite
steadily to 1995, and then leveled off. (See figure 4-17.) Doc-
toral degrees earned in the social sciences show a continual
steady increase throughout the 1990s. The slight drop in doc-
toral degrees in NS&E fields in 1997 is mainly accounted for
by the decline in the number of foreign doctoral recipients in
that year. (A decline in foreign graduate enrollment in U.S.
universities occurred from 1993 to 1996.) (See “Diversity
Patterns in S&E Enrollment and Degrees in the United States”
for doctoral degrees by race/ethnicity and citizenship.)

Steelman’s concern for creating the “right” number of S&E
doctorates to meet the needs of the workplace relates to the
current issue of “overproduction” of doctoral degrees. The
“right” number remains elusive. Attempts to model the com-
plexity and change in the U.S. economy and predict demand
for doctoral-level personnel by specific S&E fields have been
unsuccessful. Rather than attempting to forecast demand or
the “right number” of S&E doctorates, policymakers are rec-
ommending doctoral education that broadens career options.
Because a larger proportion of S&E doctoral recipients than
ever before have to seek employment outside academia

(COSEPUP 1995), reforms are directed to broadening doc-
toral education for employment skills both within and be-
yond academia. (See sidebar, “Graduate Reforms in Europe,
Asia, and Latin America.”) For example, one large effort for
better preparing doctoral students for teaching careers is “The
Association of American Colleges and Universities’ Prepar-
ing Future Faculty program.” In addition, NSF has established
Engineering Research Centers that provide more interdisci-
plinary learning and collaboration with industry for engineer-
ing students. (See the NSF Web site <<www.eng.nsf.gov/eec/
erc.htm>>.)

International Comparison
of Doctoral Degrees in S&E

The scale of doctoral programs has increased in several
world regions, particularly Europe, Asia, and the Americas.
This capacity building in doctoral S&E education is linked to
national policies to develop an S&E infrastructure that more
explicitly links universities to innovation and economic de-
velopment. (See sidebar, “Graduate Reforms in Europe, Asia,
and Latin America.” at the end of this section.) By broad world
region,15 Western Europe produces more doctoral S&E de-
grees than North and South America (the Americas) and Asia.
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Figure 4-16.
Master's degrees awarded in S&E, by broad field: 1966–96

Number of degrees

NOTES: Data are in five-year increments for 1966–86, and one-year increments for 1986–96. Geosciences include earth, atmospheric, and 
oceanographic sciences.

See appendix table 4-23.
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15This discussion of international comparisons presents data in terms of
three world regions—Asia, Western Europe, and North America. The spe-
cific countries composing these regions are listed in appendix table 4-27.
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In 1997, doctoral degrees awarded in S&E fields by Western
European institutions totaled 40,000—about one-fifth higher
than the number of such degrees earned in the American re-
gion and more than twice as many as the number recorded
for Asian countries. (See appendix table 4-27 and figure 4-
18.)

Considering broad fields of science, the largest number of
natural science doctorates are earned within Western Euro-
pean universities, while the largest number of social science
doctorates are earned within universities in the Americas. In
contrast, in engineering, each region produces about one-third
of the doctoral-level degrees.

Trends in Doctoral Degrees—
Europe and the United States

By individual country, the United States has the highest
number of doctoral degrees earned in S&E fields. In 1997,
U.S. universities awarded about 27,000 S&E doctoral de-
grees—more than twice the number of S&E degrees awarded
in any of the other major industrial countries. (See figure
4-19.) However, the combined doctoral S&E degrees of the
three largest European countries (Germany, France, and the
United Kingdom) recently surpassed the number of U.S.
earned degrees. (See figure 4-19.)

S&E doctoral degrees in Germany grew faster than non-
S&E doctoral degrees between 1975 and 1997. The number
of S&E degrees increased 4.3 percent annually, engineering

increased 5.0 percent annually, and non-S&E doctoral degrees
increased 2.8 percent annually during this 22-year period. (See
appendix table 4-28.) France undertook a reform of doctoral
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Figure 4-17.
Doctoral S&E degrees earned in U.S. universities, by field: 1950–97

Number of degrees

NOTES: Data are in five-year increments for 1950–85, and one-year increments for 1985–97. Geosciences include earth, atmospheric, and 
oceanographic sciences.

See appendix tables 4-24 and 4-25.
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Figure 4-18.
Doctoral S&E degrees by region and field: 1997

NOTES: Natural sciences include physical, biological, agricultural, 
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See appendix table 4-27 for countries included within each region.
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studies in 1988 in an effort to double the number and im-
prove the quality of S&E doctoral degrees awarded within
eight years. The effort has largely succeeded: the number of
S&E doctoral degrees awarded in France increased from 5,000
in 1989 to 9,000 in 1997—more than an 83-percent increase
(Government of France 1998a). In contrast to Germany, doc-
toral S&E degrees in the United Kingdom have not grown as
fast as non-S&E doctoral degrees: S&E doctoral degrees grew
2.6 percent annually in the past two decades, while non-S&E
fields grew 5.0 percent annually.

Trends in Doctoral Degrees— Asia

The scale of graduate education in Japan has been small
by international standards. Until recently, most doctorates
in NS&E in Japan were earned by industrial researchers af-
ter many years of research within Japanese companies. Doc-
toral reforms of 1989 called for the expansion and
strengthening of graduate schools and the establishment of
a new type of university exclusively for graduate study. The
government has sharply increased support to universities to
improve facilities and accelerate doctoral programs in NS&E
fields. In 1994, Japanese engineers earned more doctoral
degrees for research within university laboratories than
within industrial research laboratories—53 percent and 47
percent, respectively (NSF 1997).

Asian graduate education reforms are also strengthening and
expanding doctoral programs in China, Taiwan, and South
Korea. (See figure 4-20.) In 1997, S&E doctoral degrees earned
within major Asian countries (China, India, Japan, South Ko-
rea, and Taiwan) reached more than 18,000, representing a 12-

percent average annual increase from 1993 to 1997. In con-
trast, such degrees earned by Asian students (from these five
countries) within U.S. universities peaked at 6,900 in 1996 (rep-
resenting less than a 5-percent average annual growth rate from
1993 to 1996) and declined in 1997. (See figure 4-21.)

China has invested heavily in graduate education to “em-
brace the era of knowledge economy” (Nature 1998). While
still using the U.S. higher education system to absorb the ris-
ing demand for graduate education, Chinese universities have
expanded graduate education to be able to absorb a larger
proportion of the students seeking advanced S&E degrees.
Although the number of S&E doctoral degrees earned by
Chinese students within U.S. universities showed a decade-
long increase until 1996, the number of such degrees earned

Number of doctorates

Figure 4-19.
Doctoral S&E degrees in selected industrialized 
countries: 1975–97

NOTES: The peak in the data from Germany in 1990 reflects the 
inclusion of degrees from former East Germany beginning in that 
year. The inset combines the three European countries.
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Figure 4-20.
Doctoral S&E degrees in selected Asian countries: 
1975–97
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Figure 4-21.
Doctoral S&E degrees earned by Asian students 
within Asian and U.S. universities: 1975–97
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See appendix table 4-30 for Asian countries included.
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within Chinese universities continues to increase, and at a
faster rate. (See figure 4-22.) By 1997, Chinese students
earned more than twice as many S&E doctorates within Chi-
nese universities as within U.S. universities.

Other Asian countries are also increasing their capacity to
provide S&E graduate education. In the 1980s, the Korean
Advanced Institute of Science and Technology was established
to increase support for postgraduate training within the coun-
try. South Korean universities awarded almost 2,200 doctoral
degrees in S&E in 1997, up from 945 such degrees in 1990.
(See appendix table 4-29.) More recently, South Korea an-
nounced its plan, called “Brain Korea 21” to further strengthen

graduate education in the natural sciences and provide uni-
versity research funds for interdisciplinary programs such as
biotechnology and materials science (Baker 1999).

Universities within five Asian countries are now produc-
ing more engineering doctorates than universities within the
United States. The gap is even larger, since half of the U.S.
degrees are earned by foreign students, the majority of whom
are Asian. (See figure 4-23.)

Number of doctorates

Figure 4-22.
Doctoral S&E degrees earned by Chinese students 
within Chinese and U.S. universities: 1987–97
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Figure 4-23.
Doctoral NS&E degrees earned within U.S. and 
Asian universities: 1975–97
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See appendix tables 4-25, 4-26, and 4-29 for Asian countries 
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As the world’s countries recast themselves as “knowl-
edge-based” economies and attempt to build up “national
innovation systems,”* interest in doctoral education—par-
ticularly in S&E—is increasing around the globe,
occasioning a reexamination of its aims and structure. Re-
forms in doctoral programs in Asia, Europe, and the Ameri-
cas are aimed at similar concerns—to strengthen and
expand doctoral education and to develop the capacity for
high quality or “breakthrough” research that would lead
to technological innovation. No national assessments are
available on how graduate reforms are improving economic
competitiveness. There are, however, initial indicators of
S&E capacity building: contributions to the world’s scien-
tific literature (see chapter 6) and patents and high-tech-
nology trade (see chapter 7). Forces for graduate education

Graduate Reforms in Europe, Asia, and Latin America

*See, for example, recent journal articles on economic development
through S&T by a member of the German parliament (Merkel 1998), by
the French Minister of Education (Allègre 1998), and by the Chinese
State Science and Technology Commission (Nature 1998).

expansion and reform include demographic, economic, tech-
nological, and social changes.

Forces for Change

Demographic
Recruitment pools for graduate education are rising from

the so-called massification of higher education programs in
industrialized countries (that is, the enlargement of the pro-
portion of the population that undertakes a university degree).
Across Europe, participation rates of the college-age cohort
in first university degrees have more than doubled in the past
20 years, from 7 to 17 percent. Japan has more than one-
quarter of its young people completing bachelor’s degrees,
and the United States about one-third.

Economic
Among economic forces for reform in the United States

and Europe are pressures from national and state funding
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sources and industry to produce graduate students who
are better trained to contribute to economic development.
In addition, students are demanding career information
and broader skills for employment beyond academia. Asian
countries—given their conviction that economic growth
is dependent on S&T knowledge and its connection to pro-
duction—are accelerating their within-country capacity to
educate scientists and engineers at the doctoral level.

Technological
The pace of technological change is increasing in in-

dustrial R&D, and incremental improvement of products
and processes (a particularly strong suit of Japanese in-
dustrial labs) is sometimes rendered ineffective by break-
through innovations creating new commercial products.
As current products and processes become obsolete more
quickly, industries are motivated to partner with each other
and with graduate research programs that augment their
innovation capacity. Many inventions are increasingly
linked to public science conducted in universities and na-
tional laboratories, and industry is increasing its invest-
ment in basic research performed in universities. Although
still a small proportion of the total, industry is investing in
graduate education to have access to some of the best stu-
dents and encourage them into industrial careers.

Social
The growing demand for public accountability of gov-

ernmental and academic institutions is forcing the intro-
duction of assessments into higher education. Assessments
are directed toward the quality of research and teaching, a
reexamination of the balance between faculty research and
teaching, the role of graduate students as research assis-
tants, and how the mode of graduate support might affect
the breadth of graduate education and the time to degree.

Different Emphases
in Reforms Across Countries

Latin America
Within Latin America, countries such as Mexico, Chile,

and Argentina have only recently begun to expand the scale
of their doctoral programs. (Brazil greatly expanded the scale
of its graduate programs in the 1980s to foster graduate
S&T programs as a key instrument for knowledge creation
and dissemination.) These developing Latin countries are
motivated by a desire to have more of their university fac-
ulty trained at the doctoral level. For example, within
Mexico, about 80 percent of the higher education faculty
have only a first university degree (NSF 2000).

Europe and the United States
The criticism by industry of traditional graduate pro-

grams as too long, too narrow, and too campus-centered
is particularly expressed in the United States, France, and
Germany. With the expansion of graduate education and

an ever-greater percentage of students who enter careers
outside academia, the larger labor market is demanding
broader training. For example, Germany is discussing
shortening the time to degree and orienting doctoral re-
cipients to industrial research, because doctoral recipients
are considered too old to begin working in industry.

Within Europe and the United States, discussions of
reform for broadening doctoral programs include provid-
ing off-campus internships and opportunities for interdis-
ciplinary research experience, teaching skills to prepare
future faculty, and increasing awareness of career oppor-
tunities in industrial research and management. Reforms
also relate to lessening time-to-degree and to restraining
costs from public funding sources of enlarged graduate
programs. Within the United States, lessening time-to-de-
gree is discussed more in terms of institutional account-
ability and varies by field.

Asian Countries
Within Asian developing countries, reforms are moti-

vated by the belief that universities could be the engines
of economic growth through research and innovation lead-
ing to high-technology products. Reforms are focused on
establishing quality graduate schools, building university
facilities and research infrastructure, and acquiring highly
trained S&E professors, either at home or abroad. These
attempts to expand graduate education and improve its
quality are more accelerated in Asia than in Latin America
and involve the building of whole new S&T universities.
In Chinese Hong Kong and in South Korea, the establish-
ment of S&T universities has been supported primarily by
private industry. Chinese (People’s Republic) research uni-
versities are expanding through more self-support from
close alliances with, or ownership of, high-technology in-
dustries and through international loans (NSF 2000).

In Japan, industry for the most part had traditionally
trained its own doctorate-level researchers. Japan is now
concerned that such industrially trained scientists and en-
gineers are not contributing breakthrough research for new
and emerging industries. Japan is convinced that indus-
tries of the 21st century will require within-country or
domestic innovation capacity. As part of its efforts to sup-
port future innovation through basic science, Japan is
greatly expanding and reforming graduate education within
its universities. By 1997, about one-third of Japanese stu-
dents entered graduate school directly after completing a
bachelor of science degree. (See figure 4-24.) Increased
allocations for doubling the government’s science budget
are on schedule and will go mainly to universities to im-
prove the environment for basic research. Institutional
changes such as the integration of the Science and Tech-
nology Agency and the Ministry of Education (Monbusho)
are also a response to this needed reform. Japan is greatly
augmenting fellowships and traineeships for graduate stu-
dents, and funding top-level foreign researchers to come
to Japanese universities to upgrade basic research.

Science & Engineering Indicators – 2000 � 4-25
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Diversity Patterns in S&E Enrollment
and Degrees in the United States

The Steelman report recommended full utilization of hu-
man resources for science but did not explicitly address issues
of equity for women and minorities entering S&E fields. As
these groups now make up the majority of the labor force, their
equal entry into S&E fields is of current national interest.

Enrollment in Undergraduate
Programs, by Race/Ethnicity and Sex

Beginning in 1984 and lasting almost a decade, under-
graduate enrollment in U.S. institutions of higher education
showed strong growth, peaking in 1992 with nearly 12.7 mil-
lion students. Undergraduate enrollment declined slightly each
year until 1995 and leveled off in 1996. The decline is mainly
from the decrease in the college-age cohort of the majority
(white) population. White enrollment in undergraduate edu-
cation leveled off in the early 1990s and has declined each
year since 1992 for males and females, while enrollment for
all minority groups increased. (See appendix table 4-32.)

This trend of increasing enrollment in undergraduate pro-
grams by underrepresented minorities has persisted over a
decade. Black enrollment increased 3 percent annually from
1.1 million in 1990 to 1.4 million in 1996. Black males have
had more modest gains than black females. In the same pe-
riod, Hispanic enrollment in higher education increased at an
even faster rate (7.7 percent) annually. The strongest growth,
however, has been among Asians/Pacific Islanders (8.0 per-

cent annually). Undergraduate enrollment of foreign students
grew very modestly in the past two decades; in 1996, foreign
students still represented only 2 percent of total undergradu-
ate enrollment. (See appendix table 4-32.)

Enrollment in Engineering,
by Race/Ethnicity and Sex

While total undergraduate engineering enrollment declined
from 1983 to 1996, underrepresented minorities continually
increased their enrollment during this period, and female stu-
dents increased from 1987 to 1998. Female students enrolled
in engineering increased from 60,000 in 1987 to 72,000 in
1998. For underrepresented minorities, the increases were
greater over a longer period, from 37,000 in 1983 to almost
57,000 in 1998. (See appendix table 4-33.) By 1998, female
students represented 19.7 percent of total undergraduate en-
gineering enrollment, and underrepresented minorities rep-
resented 15.5 percent of such enrollment. (See figure 4-25.)

Persistence Toward a Bachelor’ s Degree,
by Sex and Race/Ethnicity

There is a considerable gap between enrollment in S&E
programs and successful completion of S&E degrees. Na-
tional longitudinal data with high school and college tran-
scripts provide some indicators of retention in S&E fields, as
well as students’ exploration and switching to other academic
departments in undergraduate education. The Beginning
Postsecondary Students (BPS) Longitudinal Study analyzed

Percent

Figure 4-24.
Japanese students entering graduate school 
directly after completing bachelor of science 
degrees

SOURCE: Government of Japan, Ministry of Education, Science, 
and Culture (Monbusho), Monbusho Survey of Education, 1998 
(Tokyo: annual series). Science & Engineering Indicators – 2000
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Figure 4-25.
Representation of women and minorities in 
undergraduate engineering enrollment

Science & Engineering Indicators – 2000See appendix table 4-33.
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16The completion rate is somewhat higher for all fields of study, not just
S&E fields. Among beginning students seeking bachelor’s degrees in 1989/
90, 57 percent of those who began in four-year institutions completed a
bachelor’s degree in five years (see NCES 1996 for completion rates by en-
rollment status).

completion rates of all beginning students in college, includ-
ing nontraditional (older) students as well as traditional stu-
dents (NCES 1996). The analysis on completion rates
presented in Women and Men of the Engineering Path was
restricted to engineering students who had reached the thresh-
old of completing three required engineering courses (USDE
1998). Based on these national surveys, this section provides
summary findings on differences in completion rates by race
and sex.

Persistence in S&E majors of beginning college students
can be examined, by race/ethnicity and sex, through the BPS
of 1989/90 and 1995 follow-up. The transcripts of a subsample
of 926 students who enrolled in S&E programs their fresh-
men year were examined over the next five years to identify
the following outcomes: the proportion that completed a de-
gree in an S&E field, those who still persisted in studying
toward such a degree, students who switched to non-S&E
fields, and those who dropped out of college. These data
showed that less than one-half of the students intending an
S&E major from any racial/ethnic group completed an un-
dergraduate S&E degree within five years.16 Further, females
were more likely than males to complete an S&E degree within
five years. In addition, about 22 percent of students from all
racial/ethnic groups dropped out of college within five years.

Besides completions and dropouts, the study further
showed the considerable percentage of students (16 percent
to 27 percent) who persist in studying S&E fields five years
after entering and the percentage who have explored and
switched to other fields. The study found that, compared with
the white and Asian/Pacif ic Islander groups, fewer
underrepresented minority students completed an S&E de-
gree within five years, but a higher percentage were still per-
sisting in studying for an S&E degree. In addition, a higher
percentage of underrepresented minority students switched
to non-S&E fields. (See figure 4-26.)

An analysis of persistence in engineering reported in
Women and Men of the Engineering Path17 found that, of those
students who reached the threshold of the engineering path
(had completed three required engineering courses),18 59 per-
cent earned a bachelor’s degree in engineering by age 30. The
analysis used an 11-year transcript history 1982–93 of the
High School and Beyond/Sophomore Cohort Longitudinal
Study.19 The study found that women have a 20-percentage-
point gap in their completion rate of undergraduate engineer-
ing programs: a 62-percent completion rate for males and 42
percent for females (USDE 1998).

Science & Engineering Indicators – 2000

Percent Percent

Figure 4-26.
Completion and attrition rates five years after beginning an S&E major, by race/ethnicity and sex

SOURCE: National Center for Educational Statistics (NCES), Beginning Postsecondary Student (BPS) Longitudinal Study (Washington, DC: 1996). 
(Based on subsample of 926 first-year S&E students in 1990 and 1995 follow-up.) 
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17See the full study (USDE 1998) for the contents of the engineering core
curriculum, secondary school background characteristics of those who reach
the threshold, the “curricular momentum” of mathematics and science courses
in high school and college for those who enter and complete engineering
degrees, various institutional attendance patterns, field migration, classroom
environments, and the role of community college.

18Approximately 9 percent of all freshmen reach the threshold of the engi-
neering path.

19The study used a representative sample of more than 8,000 students.
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Associate’ s Degrees
Students from underrepresented minority groups earn a

higher proportion of their S&E degrees at the associate’s level
than in four-year or graduate programs. In 1996, these stu-
dents earned about 23 percent of the mathematics and com-
puter science degrees at the associate’s level, a far higher
percentage than at the bachelor’s or advanced levels of higher
education. At advanced levels of higher education, the per-
centage of degrees earned by underrepresented minorities
drops off precipitously in fields of NS&E. In contrast, in the
social sciences and in non-S&E fields, the drop-off in per-
centage of degrees earned by underrepresented minorities at
advanced levels is not as dramatic. (See figure 4-27 and ap-
pendix tables 4-34, 4-35, 4-38, and 4-39.)

Bachelor’ s Degrees

Bachelor’s Degrees, by Sex
The United States is among the leading countries in the

world in the proportion of undergraduate S&E degrees earned
by women. (See appendix table 4-37.) Trends for women show
a smoother, steadier increase in their number of earned de-
grees in the past several decades than for men, but from a
lower base. Male trends in earned S&E degrees show strong
growth in the 1950s and 1960s, peaks and valleys in the 1970s
and 1980s, and declining or level degrees in all fields except
the biological sciences in the 1990s. (See appendix table
4-17.) By 1996, women represented 60 percent of the social
and behavioral science degrees, 47 percent of natural sciences,

Figure 4-27.
S&E degrees earned by underrepresented minority 
students, by level and field: 1996/97

Science & Engineering Indicators – 2000

NOTES: Doctoral-level degrees use 1997 data; all other levels use 
1996 data. Natural sciences include physical, earth, atmospheric, 
oceanographic, biological, and agricultural sciences. Social 
sciences include psychology, sociology, and other social sciences.

See appendix tables 4-34, 4-35, 4-38, and 4-39.
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46 percent of mathematics, 28 percent of computer sciences,
and 18 percent of engineering, up considerably from the per-
centages of 1954. (See text table 4-6.)

Text table 4-6.
Bachelor’ s degrees earned by women: 1954 and 1996

Field

Total, all fields ............................ 292,880 105,380 0.36 1,179,815 651,815 0.55

Science & engineering .............. 117,575 22,743 0.19 384,674 181,333 0.47
  Natural sciences ....................... 17,710 3,890 0.22 98,322 46,556 0.47
    Physical sciences .................... 8,155 1,194 0.15 15,396 5,702 0.37
    Biological & agricultural ........... 9,366 2,612 0.28 78,469 39,369 0.50
    Earth, atm., & oceanographic . 189 84 0.44 4,457 1,485 0.33
  Math & computer sciences ....... 4,090 1,368 0.33 37,621 12,764 0.34
    Mathematics ........................... 4,090 1,368 0.33 13,076 5,992 0.46
    Computer sciences ................. NA NA NA 24,545 6,772 0.28
  Social & behavioral sciences .... 73,446 17,420 0.24 185,617 110,697 0.60
    Psychology ............................. 5,758 2,673 0.46 73,828 53,863 0.73
    Social sciences ....................... 67,688 14,747 0.22 111,789 56,834 0.51
  Engineering ............................... 22,329 65 0.00 63,114 11,316 0.18

NA = not applicable

SOURCES: U.S. Department of Health, Education, and Welfare (HEW), Statistics of Higher Education: Faculty, Students, and Degrees 1953–54 (Washing-
ton, DC: U.S. Government Printing Office, 1956), and appendix table 4-17.
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Bachelor’s Degrees,
by Race/Ethnicity and Citizenship

As discussed in “Trends in Earned S&E Degrees,” the
number of earned degrees has been increasing in the social
and natural sciences and decreasing in engineering, mathemat-
ics, and computer sciences. Degrees earned by white and
Asian/Pacific Islander students follow this overall pattern.

Trends for subpopulation groups, however, differ somewhat
from this overall pattern. The number of degrees earned by the
white majority population is declining in every field except the
natural sciences. Asian/Pacific Islander students are sharply
increasing their earned degrees in the natural and social sci-
ences and leveling off in their number of earned degrees in
engineering, mathematics, and computer science fields. De-

grees to underrepresented minorities are increasing in all fields,
but from a small base. (See figure 4-28.) From 1989 to 1996,
degrees earned by underrepresented minority students increased
by 10 percent annually in the social sciences, 9 percent in the
natural sciences, 6 percent in engineering, and only 1 percent
in mathematics and computer sciences.

Foreign students earn few degrees within U.S. universities
at the bachelor’s level. During the past two decades, S&E de-
grees earned by foreign students have remained between 3
and 4 percent of total S&E degrees. They are more concen-
trated, however, in engineering, mathematics, and computer
sciences, representing 7 percent of degrees in these fields.
Still, trends in these S&E fields are barely visible on a graph.
(See figure 4-28.)

Number of degrees

Figure 4-28.
Bachelor's degrees in S&E fields earned by selected groups

Science & Engineering Indicators – 2000

NOTES: Data for 1983 are estimated. Natural sciences include physical, earth, atmospheric, oceanographic, biological, and agricultural sciences. 
Social sciences include psychology, sociology, and other social sciences.

See appendix tables 4-17 and 4-35. 
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 Participation Rates, by Sex and Race/Ethnicity
The United States is among the leading nations in the world

in providing broad access to higher education but ranks be-
low many major industrialized countries in the proportion of
its college-age population with an S&E background. The ra-
tio of bachelor-level degrees to the college-level population
was 32 per hundred in 1996, and the ratio of NS&E degrees
to the 24-year-old population in the United States was about
5 per hundred in that same year. (See appendix table 4-18.)
These national statistics, however, are not applicable to all
minority groups within the United States. The ratio of col-
lege degrees earned by black and Hispanic groups to their
college-age population was 14 to 18 per hundred, and the ra-
tio of NS&E degrees to this college-age population was 2 per
hundred. In contrast, Asians/Pacific Islanders have consider-
ably higher than average achievement: the ratio of bachelor’s
degrees earned by Asians/Pacific Islanders to their college-
age population was 40 per hundred, and their ratio of NS&E
degrees to their college-age population was 12 per hundred.

Comparing participation rates in 1980 and 1996 shows
some progress toward more diversity in higher education in
general and S&E in particular. (See text table 4-7.) While
low participation rates for blacks and Hispanics changed little
throughout the 1980s, they improved considerably in the
1990s, particularly in the social sciences.

International Comparison
of Participation Rates, by Sex

Among countries for which degree data are available by
sex, the United Kingdom, Canada, and the United States show
relatively high participation rates for both men and women in
first university degrees. Among these countries, women in
the United Kingdom have the highest participation rate in
first university degrees. In 1997, the ratio of first university
degrees earned by women to the female 24-year-old popula-
tion was 38 per hundred, slightly higher than this ratio in the
United States and Canada (36 per hundred). Women in the
United Kingdom and Canada also show high participation

Text table 4-7.
Ratio of total bachelor’ s degrees and S&E bachelor’ s degrees to the 24-year-old population, by sex and race/
ethnicity: 1980 and 1996

Sex and
race/ethnicity

1980

Total ................................... 4,263,800 946,877 110,468 132,607 63,717 22.2 4.1 3.1
Male ................................... 2,072,207 474,336 70,102 64,221 56,654 22.9 6.1 3.1
Female ............................... 2,191,593 472,541 40,366 68,386 7,063 21.6 2.2 3.1
White .................................. 3,457,800 807,509 100,791 122,519 60,856 23.4 4.7 3.5
Asian/Pacific Islander ........ 64,000 18,908 3,467 2,499 3,066 29.5 10.2 3.9
Black .................................. 545,000 60,779 4,932 16,352 2,449 11.2 1.4 3.0
Hispanic ............................. 317,200 33,167 3,646 5,748 1,820 10.5 1.7 1.8
American Indian/
   Alaskan Native ................ 29,800 3,593 337 682 195 12.1 1.8 2.3

1996

Total ................................... 3,671,000 1,179,815 135,943 185,617 63,114 32.1 5.4 5.1
Male ................................... 1,864,000 528,488 76,623 74,920 51,798 28.4 6.9 4.0
Female ............................... 1,806,000 651,815 59,320 110,697 11,316 36.1 3.9 6.1
White .................................. 2,472,000 884,128 98,707 153,277 43,098 35.8 5.7 6.2
Asian/Pacific Islander ........ 161,000 63,117 13,212 11,020 6,799 39.2 12.4 6.8
Black .................................. 505,000 89,554 8,670 17,385 3,000 17.7 2.3 3.4
Hispanic ............................. 500,000 71,015 6,764 13,296 3,731 14.2 2.1 2.7
American Indian/
   Alaskan Native ................ 33,000 6,813 741 1,324 243 20.6 3.0 4.0

NOTES: The ratios are the number of degrees to the 24-year-old population on a scale of 1 to 100. Population data are for U.S. residents only and
exclude members of the armed forces living abroad.

SOURCES: Population data—U.S. Bureau of the Census, U.S. Population Estimates by Age, Sex, Race, and Hispanic Origin: 1990 to 1997, PPL-91R
(Washington, DC), and previous editions; Degree data—National Center for Education Statistics (NCES), Earned Degrees and Completion Surveys
(Washington, DC: 1997), unpublished tabulations, and National Science Foundation, Science Resources Studies Division, Science and Engineering
Degrees 1966–96, NSF 99-330, Author, Susan T. Hill (Arlington, VA: 1999).
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percent annually since then. Underrepresented minorities,
however, showed continual steady progress in increasing
graduate enrollment. For the period 1983–95, underrep-
resented minority students increased their enrollment in gradu-
ate programs in fields of NS&E at an average annual rate of 6
percent, but from a low base. In the past two years, this growth
rate slowed to less than 3 percent. By 1997, underrepresented
minorities were 9 percent of graduate enrollment in S&E
fields. (See appendix table 4-22.)

The long-term trend of women’s increasing proportion of
enrollment in all graduate S&E fields has continued during
the past two decades. By 1997, women were 38 percent of
graduate enrollment in the natural sciences, 19 percent in
engineering, and 58 percent in fields of social and behavioral
sciences. However, males are not as prevalent in fields of
NS&E among underrepresented minority groups; women in
these groups have a higher proportion of graduate enrollment
compared with the overall average. For example, women are
one-third of black graduate students in engineering and more
than one-half of the black graduate students in fields of natu-
ral sciences. (See text table 4-8.)

Master’ s Degrees

Master’s Degrees, by Sex
Gender equity in S&E degrees at the master’s level has im-

proved continually during the past four decades. Such degrees
earned by women increased from 1,744 in 1954 to more than
37,000 in 1996, representing 39 percent of all S&E degrees at
the master’s level in 1996. By far the largest growth has been in
the social sciences. Gender equity has been reached in the bio-
logical sciences. Modest increases have occurred in engineer-
ing, physical sciences, mathematics, and computer sciences.

Figure 4-29.
Ratio of NS&E degrees to the college-age 
population, by country and sex

Science & Engineering Indicators – 2000See appendix table 4-36.

0 2 4 6 8 10 12 14 100

  United
Kingdom

  South
Korea

  Japan

Ratio per hundred

  Canada

  United
States

  Germany

  Mexico

Male

Female

N

rates in NS&E degrees at the bachelor’s level. In 1997, the
ratio of NS&E degrees earned by women within the United
Kingdom to the female 24-year-old population was 6.7 per
hundred, about one-half the U.K. male participation rate. The
participation rates for men and women in Canada are more
similar. (See figure 4-29 and appendix tables 4-36.)

Among Asian countries, women earn first university de-
grees at a rate similar to or higher than many European coun-
tries. However, only in South Korea do women have high
participation rates in NS&E degrees. In 1997, the ratio of
their earned degrees in these fields to the female 24-year-old
population was 4.5 per hundred, higher than the participation
rate of women in other Asian countries, Germany, or the
United States. (See figure 4-29.) Among all reporting coun-
tries, women earn the highest proportion of S&E degrees in
the natural and social sciences. (See appendix table 4-37.)

Graduate Enrollment, by Citizenship,
Race/Ethnicity, and Sex

Is the United States educating adequate numbers of bach-
elor-level S&E majors who are willing and able to pursue
advanced degrees in S&E? This issue, voiced by Steelman in
1947, is still of interest to scientific and professional socie-
ties and to graduate programs of U.S. universities. The con-
cern has been broadened, however, to ensuring access to
women and underrepresented minorities in graduate S&E
programs. The following section presents trends in graduate
enrollment: strong growth of foreign students and the more
modest growth in graduate enrollment of U.S. citizens for the
period 1983–93, followed by declining graduate S&E enroll-
ment for both U.S. and foreign citizens. It also provides data
on increasing gender equity in graduate S&E fields.

For the period 1983–92, growth in enrollment in U.S.
graduate programs in S&E depended on the entry of foreign
students, particularly in programs of NS&E. During this pe-
riod, foreign graduate student enrollment increased at an av-
erage annual rate of 5 percent. At the peak of their enrollment
in U.S. graduate programs, 1992, foreign students represented
one-fourth of all S&E students and an even larger percentage
in some fields—one-third of the students in engineering,
mathematics, and computer sciences. (See appendix table
4-22.) Recently, increased capacity for graduate S&E educa-
tion within Asian countries and other career options for Asian
students have contributed to the decreasing enrollment of for-
eign students in U.S. institutions. From 1993 to 1996, foreign
graduate student enrollment declined at an average annual
rate of 3 percent, with a slight upturn in 1997. Foreign stu-
dent enrollment should be monitored to see whether the slight
increase in enrollment in 1997 is a one-year fluctuation or a
reversal of a trend toward fewer foreign graduate students in
U.S. higher education.

In contrast, U.S. citizens, including the majority white
population and Asians/Pacific Islanders, increased their en-
rollment in graduate S&E programs at a modest rate of 1 per-
cent for the period 1983–93 and decreased their enrollment 3
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By 1996, women earned 58 percent of the master’s degrees in
the social and behavioral sciences and 49 percent in the bio-
logical sciences. However, they earned only 27 percent of com-
puter science degrees and 17 percent of those in engineering.
Degrees to males have declined in engineering for the past two
years, mainly accounted for by declining engineering enroll-
ment of foreign students. (See appendix table 4-23.)

Master’s Degrees, by Race/Ethnicity
Minority groups continued to increase their proportion of

S&E degrees earned at the master’s level. Asians/Pacific Is-
landers have been increasing the number of master’s degrees
earned in all fields of S&E for two decades, except for the
recent leveling off in engineering fields. (See appendix table
4-38.) The number of master’s degrees earned by
underrepresented minority graduate students increased mod-
estly in all fields of S&E (especially in the social sciences)
from 1990 to the present. (See figure 4-30.) In 1996,
underrepresented minorities earned 7.4 percent of the S&E
degrees at the master’s level. (See appendix table 4-38.)

Master’s Degrees, by Citizenship
The number of master’s degrees earned by U.S. citizens

and permanent residents declined or leveled off in engineer-
ing, mathematics, and computer science degrees. (See appen-
dix table 4-38.) The number of master’s degrees increased
only in the natural sciences, particularly in the agricultural
and biological sciences. U.S. citizens earned increasing num-
bers of master’s degrees in the biological sciences. Along with
engineering, agriculture is a popular major for foreign stu-
dents in U.S. as well as Japanese universities. Until 1991, for-
eign students on temporary visas earned 25 percent of the

master’s degrees in agricultural science. Chinese foreign stu-
dents, who shifted to permanent resident status with the 1992
Chinese Student Protection Act, may account for the sharp
jump in agricultural degrees recorded between 1992 and 1996
for U.S. citizens and permanent residents (NSF 1999b).

Master’s degrees earned by foreign students (on temporary
visas), which had increased for two decades, slightly declined
in fields of S&E in 1996. Fewer foreign graduate students en-
rolling in engineering since 1994 account for the fall-off in
master’s degrees in engineering. (See appendix table 4-38.)

Doctoral Degrees

Doctoral Degrees, by Sex
Women have made continual progress toward gender eq-

uity in S&E degrees earned at the doctoral level. The propor-
tion of doctoral S&E degrees earned by women increased
from 6 percent in 1954 to 33 percent in 1997. The largest
gains were made in the social sciences, from approximately 9
percent in 1954 to 51 percent in 1997, and in the natural sci-
ences, from 5 percent in 1954 to one-third in 1997. In engi-
neering, however, doctoral degrees earned by women
increased from 0 percent in 1954 to 12 percent in 1997. (See
figure 4-31.)

Among countries with disaggregated data on doctoral de-
grees by sex, women in France have the highest representa-
tion in S&E fields. More than 41 percent of the doctoral
degrees in the natural sciences are earned by women and al-
most 23 percent of the engineering degrees. In comparison,
women in the United States earn about 34 percent of the S&E
degrees at the doctoral level, almost 35 percent of the natural
science degrees, and 12 percent of the engineering degrees.
(See text table 4-9 and appendix table 4-40.)

Doctoral Degrees, by Race/Ethnicity
In the period 1977–97, the majority white population

earned a stable number of degrees in all fields of science, but
an increasing number in engineering fields from 1985 until
1995. After 1995, engineering doctoral degrees earned by
whites also leveled off. Underrepresented minorities made
steady progress in earned doctoral degrees in NS&E from
1985 to 1997, but maintained a low and level number of de-
grees in the mathematics and computer science fields. Their
doctoral degrees are barely visible on a graph that uses the
same scale to compare S&E degrees earned by various groups.
(See figure 4-32.) In the 1990s, very steep increases in doc-
toral degrees in all S&E fields among Asians/Pacific Island-
ers who were citizens and permanent residents mainly reflect
the Chinese foreign students on temporary visas shifting to
permanent resident status from the 1992 Chinese Student
Protection Act.

Doctoral Degrees, by Citizenship
Each year from 1986 to 1996, an ever-larger number of

foreign students earned S&E doctoral degrees from U.S. uni-
versities. The number of such degrees earned by foreign stu-

Text table 4-8.
Percentage of female enrollment in graduate
S&E programs among racial and ethnic groups
and foreign students: 1997

Status/race Natural Social
and ethnicity sciences sciences Engineering

Total ........................... 38 58 19
White .......................... 38 59 18
Asian/Pacific Islander 42 61 22
Black .......................... 53 66 32
Hispanic ..................... 44 61 23
American Indian/
   Alaskan Native ........ 44 61 24
Foreign students ........ 33 42 17

NOTE: Natural sciences include physical, biological, agricultural,
earth, atmospheric, and oceanographic sciences, mathematics, and
computer sciences. Social sciences include psychology, sociology,
and other social sciences.

SOURCE: National Science Foundation, Science Resources Studies
Division, Graduate Students and Postdoctorates in Science and
Engineering: Fall 1997, NSF 99-325, Project Officer, Joan Burrelli
(Arlington, VA: 1999).
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Number of degrees

Figure 4-30.
Master's degrees in S&E fields earned by selected groups

Science & Engineering Indicators – 2000

NOTES: Data are estimated for 1983. Natural sciences include physical, earth, atmospheric, oceanographic, biological, and agricultural sciences. 
Social sciences include psychology, sociology, and other social sciences. 

See appendix tables 4-23 and 4-38.  
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dents increased far faster (7.8 percent annually) than those
earned by U.S. citizens (2 percent annually). (See appendix
table 4-26.) This decade-long trend of increasing number of
S&E doctoral degrees earned by foreign students halted in
1997. In that year, the number of degrees earned by foreign
doctoral students dropped by 15 percent (see figure 4-33);
their enrollment in U.S. graduate S&E programs had declined
from 1993 to 1996 and slightly increased in 1997. Students
in several Asian countries are becoming somewhat less de-
pendent on U.S. universities for advanced training, particu-
larly in NS&E. (See “International Comparison of Doctoral
Degrees in S&E.”)

Foreign students earn a larger proportion of degrees at the

doctoral level than in any other degree level. (See figure
4-34.) This concentration increased for a decade, from the
mid-1980s to the mid-1990s, peaked in 1996 at 40 percent of
all S&E doctoral degrees, and declined in 1997 to 34 percent.

International Comparison of Foreign Doctoral Recipi-
ents. Like the United States, the United Kingdom, Japan, and
France have a large percentage of foreign students in their
doctoral S&E programs. In 1997, foreign students earned 45
percent of the doctoral engineering degrees awarded within
U.K. universities, 43 percent within Japanese universities, and
49 percent within U.S. universities. In that same year, foreign
students earned more than 21 percent of the doctoral degrees
in the natural sciences in France, 29 percent in the United
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Kingdom, and 36 percent in the United States. (See text table
4-10.)

Stay Rates of Foreign Doctoral Recipients. Historically,
about one-half the foreign students who earned S&E doctoral
degrees within U.S. universities planned to locate in the United
States, and a smaller proportion, about 40 percent, had firm of-
fers to do so. In the 1990s, however, foreign doctoral recipients
from Asia, Europe, and North America increasingly planned to
stay in the United States and received firm offers to do so. By
1997, 69 percent of foreign doctoral recipients in S&E fields
planned to stay in the United States following the completion of
their degrees, and 50 percent had accepted firm offers to do so.
(See appendix tables 4-42 and 4-43.)

In a recent study of foreign S&E doctoral recipients from
1988 to 1996, 39 percent reported they had firm work or study
offers in the United States at the time the survey was con-
ducted. Of the 39 percent who received firm offers to stay, 22
percent were for postdoctoral positions, and 17 percent were
for employment offers. The primary work activity identified
in these offers from industry was R&D. Industry was more
likely to make offers to new foreign Ph.D.s who majored in
engineering, the physical sciences, and computer science than
to those who majored in other fields (NSF 1998).

The decision of foreign doctoral recipients in S&E fields
to remain in the United States has implications for the U.S.
economy and the concentration of scientists and engineers in
the United States, as well as for the economies of the nations
from which these students come. For example, in the 1990s,
the number of South Korean and Taiwanese S&E doctoral
recipients reporting plans to remain in the United States de-
clined because the economies of South Korea and Taiwan in-
creased those countries’ capacities to absorb the majority of

Percent

Figure 4-31.
Proportion of doctoral degrees earned by women 
in U.S. universities, by field

Science & Engineering Indicators – 2000
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SOURCES: U.S. Department of Health, Education, and Welfare, 
Statistics of Higher Education: Faculty, Students, and Degrees 
1953–54 (Washington, DC: U.S. Government Printing Office); National 
Science Foundation, Science Resources Studies Division, Science 
and Engineering Degrees, 1966–96. NSF 99-330, Author, Susan T. Hill 
(Arlington, VA); and appendix table 4-25.
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Text table 4-9.
Percentage of doctoral S&E degrees earned by women, by country: 1997 or most current year

Region/country

Asia
   Japan ..................................... 10.4 10.2 7.7 15.7 23.4 5.5
   South Korea ........................... 10.5 18.8 31.0 14.0 13.4 3.0
   Taiwan .................................... 10.8 15.2 14.3 38.5 25.8 2.3
Europe
   France .................................... 35.0 41.4 22.9 51.2 36.3 22.5
   Germany ................................ 22.5 25.9 17.1 35.5 27.5 8.3
   United Kingdom ..................... 27.7 34.4 18.4 31.6 32.7 13.4
North America
   Canada ................................... 26.7 22.4 14.2 36.9 50.2 9.1
   Mexico ................................... 33.8 32.7 18.2 27.1 43.3 18.5
   United States ......................... 33.7 34.9 20.2 26.4 51.6 12.3

See appendix table 4-40. Science & Engineering Indicators – 2000
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the U.S.-trained doctoral scientists and engineers. In 1997,
however, a larger percentage of foreign students from all Asian
countries sought to remain in the United States, possibly re-
flecting the Asian economic crisis. However, since the S&E
doctoral degrees earned by foreign students dropped 15 per-
cent in 1997 (see appendix table 4-26), the numbers actually
staying also decreased by 8 percent in that year. (See appen-
dix table 4-42; for the decrease in doctoral recipients from
the major countries of origin in North America, Europe, and
Asia and the decreasing numbers planning to stay, see figure
4-35 and appendix table 4-43.)

A recent study of foreign doctoral recipients working and

earning wages in the United States (Finn 1999) shows that
about 53 percent of the foreign students who earned S&E
doctorates in 1992 and 1993 were working in the United States
in 1997. The stay rates are higher in physical and life sci-
ences and in engineering and lower in the social sciences. For
example, 61 percent of the foreign students who earned a
doctorate in computer sciences in 1992 and 1993 were em-
ployed in the United States four to five years later, while only
32 percent of those in the social sciences were employed in
the United States. (See chapter 3.)

Stay rates differ more by country of origin than by discipline,
however. The large majority of 1992 and 1993 engineering doc-

Number of degrees

Figure 4-32.
Doctoral degrees in S&E fields earned by selected groups

Science & Engineering Indicators – 2000

NOTES: Natural sciences include physical, earth, atmospheric, oceanographic, biological, and agricultural sciences. Social sciences include psychology, 
sociology, and other social sciences.

See appendix tables 4-25, 4-26, and 4-39. 
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Number of doctorates

Figure 4-33.
U.S. doctoral S&E degrees earned by U.S. and
foreign citizens: 1986–97

Science & Engineering Indicators – 2000
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See appendix table 4-41 for Asian countries included.

Figure 4-34.
S&E degrees earned by foreign students, by level 
and field

NOTES: Associate’s, bachelor's, and master’s degree data are for 
1996; doctoral degree data are for 1997. Natural sciences include 
physical, earth, atmospheric, oceanographic, biological, and 
agricultural sciences. Social sciences include psychology, sociology, 
and other social sciences.

See appendix tables 4-34, 4-35, 4-38, and 4-39. 
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Text table 4-10.
Percentage of NS&E doctoral degrees earned by
foreign students in selected countries: 1997

Country Natural sciences1  Engineering

United States .................. 36.2 49.4
France ............................. 21.1 31.5
Germany ......................... 6.9 12.0
Japan2 ............................. 25.8 42.6
United Kingdom .............. 28.9 44.7

1Natural sciences include mathematics, computer sciences, and
agricultural sciences.
2 Percentage of NS&E doctoral degrees earned by foreign students
within Japanese universities only; not those earned within industry.

SOURCES: France—Ministè re de l’É ducation National, de la
Recherche, et de la Technologie, Rapport sur les É tudes Doctorales
(Paris: 1998); Germany—Statistisches Bundesamt, Prü fungen an
Hochschulen (Wiesbaden: 1998); Japan—Ministry of Education,
Science, and Culture (Monbusho), Monbusho Survey of Education
(Tokyo: annual series); United Kingdom—Higher Education
Statistical Agency, Students in Higher Education Institutions, 97/98
(Cheltenham: 1999); United States—National Science Foundation,
Science Resources Studies Division, Science and Engineering
Doctorate Awards: 1997, NSF 99-323 (Arlington, VA: 1999).
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toral recipients from India (90 percent) and China (97 percent)
were working in the United States in 1997. In contrast, only 8
percent of South Koreans who completed engineering doctor-
ates from U.S. universities in 1992 and 1993 were working in the
United States in 1997. (See appendix table 4-44.)

Stay rates for foreign students are not static. Because China
is now the main country of origin of foreign S&E doctoral re-
cipients in the United States, the trend toward increasing stay
rates in the 1990s should be followed to see whether it is tempo-
rary. Should China succeed in implementing economic reforms
that rely heavily on scientific and technological progress, the
demand for high-level specialized personnel and the number of
new Ph.D.s returning to China may increase substantially.

Postdoctoral Appointments
Postdoctoral researchers play an important role in the dis-

semination of S&E knowledge and new techniques, and Japan
and European countries are introducing more postdoctoral re-
searchers as a way to improve the vitality of their science (AAAS
1999 and Frijdal and Bartelse 1999.) By 1997, postdoctoral
researchers in the United States numbered more than 38,000.
Postdoctoral appointments for research are made primarily in
fields of science and medicine, rather than in engineering. In
1997, postdoctorates in engineering made up only 8 percent of
the 38,000 postdoctorates in all surveyed fields. In that year,
foreign researchers performed a slight majority (53 percent) of
S&E postdoctoral research. These percentages differ, however,
in fields of science versus engineering. Postdoctoral appoint-
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ments in fields of science are filled by approximately equal
numbers of U.S. and foreign researchers; engineering
postdoctorates are filled more often by foreign researchers (63
percent). (See appendix table 4-45 and chapter 3 for further
discussion of postdoctoral appointments.)

International Dimension
of U.S. Higher Education Faculty

One indicator of mobility of S&E personnel in the world
is the proportion of foreign-born faculty in U.S. higher edu-
cation. The United States has been a magnet for trained sci-
entists and engineers because of a well-developed economy
able to absorb high-level personnel. (See chapter 3 for the
proportion of immigrant scientists and engineers in the over-
all U.S. labor force.)

The U.S. university system has been able to employ con-
siderable numbers of foreign-born scientists and engineers.20

In 1997, of the 225,000 faculty teaching S&E in four-year
institutions, 45,000 are foreign-born scientists and engineers.
Foreign-born faculty in U.S. higher education represent more
than 36 percent of the engineering professors and more than
one-quarter of the mathematics and computer science teach-
ers. (See figure 4-36.) These faculty are mainly from Asian
and European countries, with the largest numbers coming from
India, China, and England. (See text table 4-11.) The vast
majority of these faculty earned their doctoral education in

Number of doctoral recipients

Figure 4-35.
Foreign S&E doctoral recipients (from North 
America, Europe, and Asia) with plans to stay in 
the United States: 1985–97
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See appendix table 4-43 for countries included in each region.
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Foreign-born S&E faculty in U.S. higher education, 
by field: 1997
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Text table 4-11.
Major countries of origin of foreign-born S&E
faculty members in U.S. universities: 1997

Place of origin Number  Percentage

Total S&E faculty .................. 224,707 100.0
U.S.-born ............................... 179,698 80.0
Foreign-born .......................... 45,009 20.0

Total S&E faculty from major
countries of origin ................ 21,545 9.6
India ....................................... 6,876 3.1
China ...................................... 4,830 2.1
United Kingdom ..................... 3,426 1.5
Taiwan .................................... 1,820 0.8
Germany ................................ 1,309 0.6
South Korea ........................... 1,218 0.5
Greece ................................... 1,044 0.5
Japan ..................................... 1,022 0.5
Other ...................................... 23,464 10.4

NOTE: Data include scientists and engineers whose first job is in
S&E postsecondary teaching at four-year colleges and universities in
the United States; it excludes scientists and engineers who may
teach as a secondary job.

See appendix table 4-48.     Science & Engineering Indicators – 2000

20These data are based on the integrated data files of the NSF SESTAT
system, a system of data about the S&E workforce.

U.S. universities. However, those who received their doctoral
education outside the United States and began teaching in
U.S. universities after 1993 are not captured in the NSF’s
SESTAT database. Therefore, the percentages of foreign-born
faculty are underestimations, particularly from the countries
of the former Soviet Union. Faculty from these countries are
most likely to have obtained their doctoral degrees before
immigrating to the United States and may have come after
1993. (See appendix tables 4-46, 4-47, and 4-48.)
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Conclusion
The capacity to provide higher education in S&E is ex-

panding throughout the world, with multiple poles of con-
centration in Europe, Asia, and the Americas. The expansion
of S&E higher education in these and other regions, and the
consequent decline in the U.S. proportion of S&E degrees, is
likely to continue. This increasing global capacity in S&E
education, with recent growth in graduate education capac-
ity, has implications for the United States as well as for all
nations. Higher participation rates in S&E degrees and a
greater focus on S&E fields in higher education in other coun-
tries contribute to their potential pool of scientists and engi-
neers. Such human capital is important for addressing complex
societal needs and for technological innovations.

These world regions are attempting to create important
additional factors for innovation besides S&E degrees and
recognize a lag time between S&E degree production and other
needed S&E infrastructure that would contribute to their eco-
nomic competitiveness. Creating graduate S&E departments
has proven easier than creating jobs to employ the recent
graduates, particularly in developing countries. Nonetheless,
a larger global capacity for S&E education implies U.S. needs
for (1) S&T information on other world regions and (2) con-
sideration of heightened levels of international scientific co-
operation in emerging regions. In addition, the global
expansion of S&E knowledge has potential benefits of quick-
ening the pace of development in other world regions.

This global diffusion parallels some limited domestic
progress; U.S. higher education in S&E is becoming more
diverse, particularly at the undergraduate level. In the 1990s,
white enrollment in undergraduate education leveled off and
began to decline, while enrollment for all minority groups
increased. Similarly, while overall undergraduate engineer-
ing enrollment has been declining, enrollment of women and
minorities has been increasing, particularly in the 1990s. At
the bachelor’s level, the number of degrees earned by
underrepresented minorities is increasing slightly in NS&E
fields and very rapidly in the social sciences. Compared with
a decade ago, recent participation rates, disaggregated by race/
ethnicity and sex, show considerable progress toward increas-
ing diversity by sex in S&E fields and more limited progress
in increasing diversity by race/ethnicity.

The constancy of the ratio of NS&E degrees to the col-
lege-age population (5 per hundred) and the declining col-
lege-age population have accounted for the decade-long
decline in NS&E degrees. This relatively low U.S. participa-
tion rate in NS&E degrees compared with other countries may
be inadequate for the current and future economy, as reflected
in the high number of foreign-born skilled workers who have
been provided special visas to attempt to meet the needs of

U.S. high-technology industries and services. In addition, the
lower participation rates of underrepresented minority groups,
currently 28 percent of the U.S. college-age population (see
“Diversity Patterns in S&E Enrollment and Degrees in the
United States”) should be monitored as these groups increase
their proportion of the U.S. workforce.

At the graduate level, there have been considerable progress
for women and limited progress for minorities in S&E pro-
grams. At the master’s level, women have made significant
progress in earned degrees in the natural sciences, but
underrepresented minority groups showed only modest growth
in these fields. At the doctoral level, the share of S&E de-
grees earned by women has more than doubled, from 15 per-
cent in 1975 to 33 percent in 1997. Underrepresented minority
students have slightly increased their proportion of doctoral
S&E degrees to 7 percent in 1997, from 5 percent in 1987.

The large capacity of U.S. graduate S&E programs in the
late 1980s was increasingly met through foreign students, but
S&E graduate programs have recently seen a slightly lower
concentration of foreign students. The rate of growth in S&E
master’s degrees earned by foreign students slowed in the
1990s. The declining graduate enrollment of foreign students
in engineering since 1993 has resulted in the 1996 fall-off of
the number of master’s degrees in engineering earned by for-
eign students. At the doctoral level, the proportion of NS&E
degrees earned by foreign citizens reached 47 percent in 1994,
but declined to 40 percent by 1997.

Despite these declines, graduate education in the United
States will continue to have a large proportion of foreign stu-
dents in S&E fields, as do France and the United Kingdom.
As countries attempt graduate education reforms to improve
the quality of their research universities, they will continue to
send their students to U.S. research universities and encour-
age them to remain for postdoctoral training and an indus-
trial research experience. This combination of doctoral
education and research experience provides valuable skills to
the home country, even in an advisory capacity if the young
scientists and engineers remain in the United States for em-
ployment.

The U.S. university system has accelerated the diffusion
of S&E knowledge in the world through teaching foreign
doctoral students who have contributed to the S&T infrastruc-
ture in the United States and in their home countries. Besides
the global good of enhancement of scientific knowledge and
world development, U.S. higher education is itself enriched
by the network of former doctoral students and faculty in key
research centers in Asia and Europe. The benefits include
enhanced cooperative research opportunities, expanded op-
portunities for U.S. graduate and undergraduate students to
study abroad, and international postdoctoral research posi-
tions for young U.S. scientists and engineers.
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The quality of mathematics and science education in
the United States has been an ongoing concern of scien-
tists, engineers, and decisionmakers.  Following World War
II, scientists, engineers, and mathematicians expressed grave
concerns in the Bush and Steelman reports about the quality
of pre-college instruction in their fields as well as the num-
ber of students who go on to college and study these subjects.
They saw the curriculum as badly out of date, too broad for
teachers to master—let alone students—and instruction as too
passive for children to develop a genuine understanding of
the key concepts and ideas in their fields.  The perception of
a crisis in education was further created by the launching of
Sputnik in 1957 and by the publication of international com-
parative studies of student achievement starting in the 1970s.
Pre-college math and science education is today still a na-
tional, state, and local concern.  The following highlights point
out that some improvements have occurred on a national scale,
but that these are not uniform.  Additionally, international
comparisons show that U.S. achievement is especially low at
the end of secondary school, well below the international av-
erage.

U.S. Achievement Compared with Other
Countries

� U. S. student achievement in mathematics and science
compared least favorably with that of their peers in
other countries at the end of high school, was at or above
the international average in middle school, and was
above the international average in elementary school
in the 1995 Third International Mathematics and Sci-
ence Study (TIMSS).

� U.S. students in the final year of secondary school
scored below the international average on assessments
of general science and mathematics.  On an assessment
of general mathematics, students in 14 of 21 nations out-
performed U.S. students, and on an assessment of general
science, students in 11 of 21 countries outperformed U.S.
students.  The United States performed better than 2 coun-
tries, Cyprus and South Africa, in both subjects.

� U.S. 12th grade advanced science students performed
below 14 of 16 countries on the TIMSS physics assess-
ment.  Advanced mathematics students scored below
11 of 16 countries on the advanced mathematics as-
sessment. Advanced mathematics and science students did
not outperform students in any country on either the phys-
ics or advanced mathematics assessment.

� Eighth grade U.S. science students performed above the
41-country international TIMSS average.  They per-

formed at the international average in chemistry and phys-
ics, and above average on life sciences, earth sciences, and
environmental issues.

� Eighth grade U.S. mathematics students performed
below the 41-country international average overall as
well as in geometry, measurement, and proportional-
ity.

� The science and mathematics performance of fourth
grade students in the United States was among the high-
est of those countries participating in the TIMSS as-
sessment at that level.   In science, fourth grade students
scored well above the international average for 26 coun-
tries overall as well as in the four content areas assessed.
Fourth grade students scored above the international mean
in mathematics overall and in all content areas except
measurement.

National Trends in Achievement

� U.S. students in the 1990s were generally performing
better in mathematics and science as measured by the
National Assessment of Educational Progress (NAEP)
than did their counterparts in the late 1970s. The
“benchmarks” selected for this report are scores on NAEP
trends assessment of 200, 250, and 300, respectively, for
ages 9, 13, and 17.

� The science and mathematics achievement of both male
and female students has increased in the last two de-
cades at all ages tested (9, 13, and 17).

� No significant difference in mathematics performance
was observed between boys and girls at ages 9 and 13
between 1978 and 1996.  Differences in mathematics per-
formance for 17-year-old males and females were observed
in NAEP between 1978 to 1986, but not between 1990
and 1996.

� No gender differences in mathematics were observed
at any grade in the international assessment adminis-
tered for the TIMSS.

� Gender differences in science achievement continue to
exist in the 1996 NAEP for students at ages 13 and 17.
Differences between boys and girls in science achievement
in the United States were generally small compared with
differences for students in other countries (TIMSS).

� The percentage of white, black, and Hispanic students
that reached the benchmark levels of science achieve-
ment at ages 9, 13, and 17 increased between 1977
and 1996. The change was particularly noteworthy for
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9-year-old black students, who increased by 25 percent-
age points over that period.

� White, black, and Hispanic students in the three age
groups demonstrated upward trends for mathematics
proficiency between 1978 and 1996. Differences in
achievement levels of racial and ethnic groups persist,
however.

Advanced Course Taking by High School
Students

�More students took advanced mathematics and science
courses in 1994 than in 1982. More than 90 percent of
the high school class of 1994 completed biology, more
than one-half completed chemistry, and about one-quarter
completed physics.  Approximately 70 percent of the class
of 1994 completed geometry, 58 percent completed alge-
bra 2, and 9 percent completed calculus.

�Students from racial/ethnic groups that are typically
underrepresented in science and mathematics made
substantial gains in the proportions taking advanced
mathematics and science courses.  For example, the pro-
portion of black students completing chemistry doubled
between 1982 and 1994; the completion rate for Hispanic
students nearly tripled; and for American Indian/Alaskan
Natives, the proportion increased by more than one-half.
More students in all racial/ethnic groups completed phys-
ics between 1982 and 1994, although the proportion of
students from black, Hispanic, and American Indian/Alas-
kan Native groups remained lower than for white and Asian
students in 1994.

Curriculum and Instruction

�Access to technology in schools grew rapidly in the 1990s.
Hand-held calculators are in common use in both U.S.
homes and classrooms. Computers are seemingly ubiqui-
tous and Internet connectivity is on the increase. By 1998,
nearly all schools reported having at least one computer
linked to the Internet and half of individual classrooms
had access to the Internet.  However, at present, only about
one teacher in five felt “very well prepared” to integrate
education technology into the subjects they taught.

�A “digital divide” persists in access to technology in
schools.  Black and Hispanic students and less affluent
students continue to have less access to high-end technol-
ogy at school.

�Curriculum and textbooks used in U.S. schools are
highly repetitive, contain too many topics, and provide
inadequate coverage of important topics, according to
a curriculum analysis conducted as a part of TIMSS.
Independent judges determined that none of the 9 U.S.
science texts that were evaluated and only 6 of the 13 U.S.
mathematics texts were satisfactory based on 24 instruc-
tional criteria.

� Instruction in U.S. eighth-grade classrooms focuses on
development of low-level skills rather than on under-
standing and provides few opportunities for students
to engage in high-level mathematical thinking.  A team
of mathematicians found that 13 percent of Japanese les-
sons in 1995 were judged to be of low quality while 87
percent of lessons from U.S. classrooms were judged to be
of low quality.

Teachers and Teaching

�There are few adequate indicators of the quality of
teachers to describe teaching in the United States.

�It is common for students to be taught mathematics and
science by teachers who do not hold degrees in these
subjects. For example, a 1996 study showed that more
than a third of eighth graders were taught mathematics by
teachers who had neither a degree in mathematics nor a
degree in mathematics education. This mismatch was even
larger in science.

Alternative Forms of Schooling

�Charter schools now serve approximately 170,000 stu-
dents out of 48 million students in the United States.
From school year 1992/93 to 1997/98, the number of char-
ter schools increased from 2 (in Minnesota) to approxi-
mately 1,000 nationwide.

�More low-income students have access to privately
funded vouchers and scholarships.  In school year 1992/
93, close to 4,100 low-income students in four urban dis-
tricts received privately funded vouchers or scholarships
to attend better schools.  In school year 1996/97, approxi-
mately 11,000 low-income students in 28 urban districts
received private scholarships.

�Increased numbers of parents are choosing to educate
their children at home. Home schooling has increased
from an estimated 250,000 to 350,000 nationwide
in 1991/92 to approximately 700,000 to 750,000 in
1995/96.
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Introduction
The U.S. education system encompasses over 15,000

school districts and 88,000 public schools (NCES 1999a).
Under the Constitution, educational matters are the province
of the states, which delegate certain decisions to school dis-
tricts or other local education agencies.  Local decision mak-
ing gives rise to local differences in instructional practices,
which in turn yield differences in achievement.  It is useful to
keep this point in mind throughout the following discussion.

The statistical information presented in this chapter has
been selected from representative national surveys, most of
which were collected and published by the National Center
for Education Statistics (NCES), an agency of the U.S. De-
partment of Education.

Chapter Organization and Sources of Data
This chapter begins with a brief discussion of education-

reform efforts that began in the 1950s.  The remainder of the
chapter is organized into four main sections, each addressing
a critical aspect of mathematics and science education reform.

Student Achievement. This section discusses student
achievement from both national and international perspec-
tives.  It is based on two primary sources of data: National
Assessment of Educational Progress (NAEP) trends studies,
which provide the Nation’s only continuous comparable mea-
sures of student performance in four core subjects in the
United States—reading, writing, mathematics, and science.
They have been administered to nationally-representative
samples of 9-, 13-, and 17-year-old students every two to four
years since 1969.  NAEP results have been reported in terms
of performance levels only since 1977, which is the point
where this chapter begins tracking NAEP achievement.  Sec-
ond, the Third International Mathematics and Science Study
(TIMSS) provides information about representative samples
of students in the primary and middle grades as well as stu-
dents in their final year of secondary school.  TIMSS includes
several components: assessments in science and mathemat-
ics from 41 nations, student and teacher surveys, an analysis
of curriculum guides and textbooks from 26 nations, and an
observational-video study conducted in eighth grade math-
ematics classrooms in the United States, Germany, and Ja-
pan.

Patterns of Course Taking. This section describes the
extent to which students of different gender and ethnicity
completed higher-level mathematics and science courses in
1994 as compared to earlier years.  The data are taken from
the 1994 High School Transcript Study (HSTS).  Results are
based on the records of over 25,000 seniors who graduated
between 1982 and 1994 (NCES 1998e).

Curriculum and Instruction. This section of the chapter
discusses instructional time, curriculum and textbooks, in-
structional practice, and technology.  Information is drawn
from the curriculum and component of TIMSS as well as
NCES Fast Response Surveys on telecommunications tech-
nology and classroom implementation of educational reforms.

Teachers and Teaching. This section provides an over-
view of teacher characteristics and qualifications, estimates
of the proportion of teachers with classes outside their fields,
and a discussion of new directions in teacher preparation, li-
censing, and professional development.  Primary sources for
this discussion are a recent NCES Fast Response Survey on
teacher qualifications and recent educational literature per-
taining to the policy aspects of teaching.

Educational Reform from the 1950s to the
Present

As the National Science Foundation (NSF) celebrates its
50th year and the new millennium approaches, the Nation
has identified educational reform as one of its highest priori-
ties.  Large-scale education reform in the United States has
been attempted many times.  However, it is quite a difficult
undertaking—much more so than in other nations—due to
the greater size and complexity of the U.S. system and the
greater diversity of our students.

The roots of current reform efforts can be traced to devel-
opments that took place in the 1950s and 60s.  Early in that
era, even before the launching of Sputnik in 1957, scientists
and mathematicians expressed grave concerns about the qual-
ity of precollege instruction in their fields.  Among other
things, they saw curricula as badly out of date and instruction
as too passive for children to develop genuine understanding
of the key concepts and ideas in their fields.  (See sidebar,
“View of Mathematics and Science Education in Elementary
Schools in 1947.”) With support from NSF, small groups of
scientists and mathematicians began designing radically dif-
ferent curricula.  The University of Illinois Committee on
School Mathematics, under the leadership of Max Bebberman,
began work on a new curriculum for high school mathemat-
ics.  The Physical Science Committee, under the leadership
of Jerald Zacharias, began working on new science curricula
in their field (Bybee 1997, Dow 1997, and Rutherford 1997).
Later, other groups of scientists came together to work on
curricula for biology and chemistry.

With the launching of Sputnik, concerns about mathemat-
ics and science education reached crisis proportions.  The
American public joined scientists and educators in calling for
reform, believing that U.S. schools were graduating too few
talented scientists and engineers to assure the security of the
Nation.  There were two dominant views how instruction
should be overhauled.  Mathematicians and scientists thought
the solution involved elevating academic standards and cur-
riculum.  Others argued for a return to past educational prac-
tices—reflecting a “back to basics” philosophy.  The latter
position was argued perhaps most vocally by Admiral Hyman
Rickover, here cited by Dow (1969, 59):

We are engaged in a grim duel.  We are beginning to recog-
nize the threat to American technical supremacy, which could
materialize if Russia succeeds in her ambitious program of
achieving world scientific and engineering supremacy by turn-
ing out vast numbers of well-trained scientists and engineers.
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We have let our educational problem grow far too big for
comfort and safety.  We are beginning to see now that we
must solve it without delay.

NSF responded to the perceived crisis by expanding its
work in curriculum development.  With NSF support, cur-
riculum projects proliferated in the early 1960s. (See sidebar,
“National Science Foundation Support of Post-Sputnik Re-
forms in Science and Mathematics Education.”)  According
to Shymansky, Kyle, and Alport (1983), the science programs
were successful.  By the early 1970s, NSF-funded science
curricula for grades 7 through 12 were used in 60 percent of
school districts and materials for elementary grades were used
in 30 percent of the school districts.   Because the new cur-
ricula were difficult to implement, by 1976/77, only 30 per-
cent of districts continued to use one or more of the new

science programs.  New mathematics curricula fared less well,
used in only 30 percent of districts in the early 1970s and in
only 9 percent in 1976/77 (Bybee 1997).

The United States turned its attention to other matters un-
til another crisis in education was declared early in the 1980s.
During those years, numerous reports were published that were
highly critical of the U.S. educational system.  The most in-
fluential of the reports was A Nation at Risk (NCEE 1983):

Our nation is at risk.  Our once unchallenged prominence in
commerce, industry, science, and technological innovation is
being taken over by competitors throughout the world….While
we can justifiably take pride in what our schools and colleges
have historically accomplished and contributed to the United
States and the well-being of its people, the educational foun-
dations of our society are being eroded by a rising tide of
mediocrity that threatens our very future as a nation and as a
people.  What was unimaginable a generation ago has begun
to occur: others are matching and surpassing our educational
attainments.

A Nation at Risk provided several recommendations for
improving the nation’s schools including increasing the re-
quirements for graduation, increasing instructional time in
core subjects, lengthening school days and school years, sig-
nificantly improving teaching, and developing and implement-
ing rigorous and measurable standards.  Different initiatives
were undertaken in response to these recommendations.  State
policy makers implemented the “new core” curriculum pro-
posed in A Nation at Risk, which required four years of En-
glish, three of mathematics, three of science, three of social
studies, and one-half year of computer science.  High school
students were required to pass exit examinations in order to
receive diplomas and  assure that they had command of fun-
damental academic skills.  In the 1970s, only a handful of
states required exit exams.  By 1990 at least 40 states had
adopted this practice (Geisinger 1992).  Schools were required
to develop and monitor their progress on improvement plans.
More stringent screening and certification requirements were
put in place in an effort to upgrade the quality of teaching
(Popkewitz 1992).

Other reform initiatives focused on the structure of
decisionmaking and power relationships among teachers, prin-
cipals, district administrators, and parents.  In many school
districts, decision making was decentralized based on the as-
sumption that those closest to the children in a school were
best equipped to identify and meet the children’s learning
needs.  School-based management and a variety of other ap-
proaches to restructuring schools were tried (Peterson 1992).
New models of professional development were proposed
(Sparks and Loucks-Horsley 1990, Darling-Hammond 1994)
and initiatives to “professionalize” teaching were promoted,
many of which focused on empowerment strategies.

The development of standards ushered in the current de-
cade of educational reform, one that has been centered on
content and instructional strategies.  The National Council
for Teachers of Mathematics was first to develop new stan-
dards for student learning (NCTM 1989) and teaching (NCTM
1991).  The standards provided guidelines for instruction and

View of Mathematics and Science
Education in Elementary Schools in 1947

It is better to teach a few things for mastery than to
spread the effort over a larger number of goals, some of
which are doubtful.

Present-day textbooks in arithmetic are thick and in-
clude a wide range of materials, and the unskilled teacher
has difficulty determining the things that are important.
The teacher may not have a clear notion (1) of the new
mathematical terms that should be mastered in a given
semester, (2) of the new principles that should be learned,
(3) of the skills that should be gained, (4) of the concepts
that should be carefully taught, and (5) of the attitudes
that should be established.

[The] practical limitations to the teaching of arithmetic
are

(1) the oversized classes of 30, 40, or even 50, when they
should probably be held to approximately 20,

(2) failure of teachers to have and to utilize classroom
materials and equipment,

(3) the tendency of teachers to forget the long trail that
they themselves have traveled to arrive at generaliza-
tions and at the meaning of symbolism,

(4) the fact that many teachers undertake the teaching of
arithmetic with no training in arithmetic beyond what
they had in elementary school,

(5) the utilization of conflicting methods by teachers in
the same school system or in the same building,

(6) the lack of specific objectives in arithmetic, and

(7) the failure of the teacher to take each pupil where he
is and to provide experiences in accord with his nor-
mal growth and development.

SOURCE: Steelman, J.R. 1947. Science and Public Policy. Washington,
DC: U.S. Government Printing Office. Reprinted 1980. The University of
California, Irvine. New York: Arno Press.
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learning, building upon earlier reports issued by the Math-
ematics and Science Education Board (MSEB) of the Na-
tional Research Council (NRC) and the Mathematical
Association of America (MAA).  The science standards fol-
lowed several years later (NRC 1996).  Although not formally
released by the NRC until 1995, the science education stan-
dards reflected a consensus arrived at earlier and built upon
work of the National Science Teachers Association (NSTA)
and the American Association for the Advancement of Sci-
ence (Rutherford and Algren 1990).  The seminal reports of
these associations are included in the list of references (NSTA
1992, NRC 1996, and AAAS 1999a,b).

Central to standards in both subjects is the idea that stu-
dents must become what Robert Glaser has described as
“mindful architects of their own knowledge” (cited in Maloy
1993).  In this constructivist view, students play a proactive
role in their learning, rather than passively receiving infor-
mation doled out by teachers or textbooks.  The teacher’s pri-
mary role is to facilitate and support the process by creating
opportunities for students to engage in higher-level pro-
cesses—solve novel problems, integrate information, and
actively build their own understanding of a particular idea or
situation (Anderson 1996).  The standards for mathematics
and science, share several basic tenets, including:

� promoting high expectations for all students;

� emphasizing depth rather than breadth of content cover-
age; and

� emphasizing tasks that provide students the opportunity
to become actively engaged with the subject matter, prob-
lem solving, and applying skills learned in new, broader
contexts.

Many of the core ideas underlying new educational stan-
dards in science and mathematics are legacies of the 1960s
reform agenda, but there are important differences.  One such
difference is that the factor motivating change during the post-
Sputnik years was the perceived need to expand the pool of
potential scientists.  Consequently, curricula developed dur-
ing that period targeted students at the higher end of the
achievement spectrum.  By contrast, as educational reform
evolved in the late 1980s and early 1990s, there was a genu-
ine interest in providing a high quality education for all stu-
dents.  In contemporary reforms, equity and excellence are
treated as equally important goals (DeBoer 1997 and Ruther-
ford 1997).

Current reform efforts differ from earlier attempts in the
breadth of their activity.  From the 1960s through the 1980s,
many reform strategies were pursued in isolation: some ap-
proaches focused solely on curriculum, some focused solely
on structural change, and some focused exclusively on teach-
ers.  In the 1990s, the idea that all parts of the education sys-
tem must be changed to meet new standards and goals was
formalized in an often-cited publication by Smith and O’Day
(1991), which put forward the notion of “systemic” approaches
to reform.  Such methods are grounded in three core ideas:

One of the primary forces shaping the science re-
forms of the 1950s and 1960s was the National Sci-
ence Foundation.  Founded in 1950, the NSF’s
education effort prior to Sputnik had been confined
to promoting science fairs and clubs and funding sum-
mer institutes for teachers.  In 1955, the NSF annual
report expressed growing concern about the shortage
of high school students entering scientific careers, but
was reluctant to lobby Congress for funds given the
nation’s historic aversion to federal influence in school
matters.  While the Foundation had cautiously sup-
ported Jerrold Zacharias’ early planning work on PSSC
Physics at M.I.T., it took the launching of Sputnik to
release a torrent of federal funds.

In 1958, the NSF increased its support for curricu-
lum development at a rapid pace; in addition to sup-
porting PSSC, the organization funded the School
Mathematics Study Group at Yale and the Biological
Sciences Curriculum Study of the American Institute
of Biological Sciences.  Within the next two years, the
organization also launched two programs in high
school chemistry: the Chemical Bond Approach
Project and the Chemical Education Materials Study

National Science Foundation Support of Post-Sputnik Reforms
in Science and Mathematics Education

of the American Chemical Society.  By 1960, the programs
of the Education Directorate represented 42 percent of the
NSF annual budget.  Each of these projects, at NSF’s in-
sistence, was guided by a steering committee of promi-
nent scientists and engineers....

If the movement had lasted longer, it may have had a
wider impact on schools.  Unfortunately, by the end of the
decade, federal support for curriculum innovation was
beginning to wane …  What finally killed the science re-
form movement, however, was the Apollo moon landing
in 1969.  When the world saw Neil Armstrong unfurl the
American flag on the surface of the Moon, our ‘education
gap’ seemed as mythological as the so-called ‘missile gap,’
and ironically congressional support for science educa-
tion began to fade.  Before the mid-seventies, the Educa-
tion Directorate of the National Science Foundation had
shrunk to 10 percent of the agency’s budget, and follow-
ing election of President Reagan in 1980, the Directorate
closed altogether.  The Sputnik reforms were to prove as
ephemeral as the technological threat that spawned them.

SOURCE: Dow, P.  1997.  “Sputnik Revisited: Historical Perspectives on
Science Reform.  Prepared for the symposium, “Reflecting on Sputnik:
Linking the Past, Present, and Future of Educational Reform.”
Washington, DC. October 4.
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promotion of high standards for all students, purposeful align-
ment of policies to support good instructional outcomes, and
restructuring of governance systems around the goal of im-
proved achievement (Smith and O’Day 1991).

The sidebar, “Systemic Reform: Complex Solutions to
Complex Problems,” describes the intricacies involved in sys-
temic reform, as conceptualized by NSF in the late 1970s,
although the term “systemic reform” was not yet in common
use.

Federal agencies have actively supported systemic reform,
with the systemic initiatives funded by NSF among the best
known efforts.  In the first cycle of the program, NSF awarded
grants to support state level reforms aimed at improving in-
struction and raising academic achievement.  Later, the pro-
gram was extended to support systemic reform in urban
communities, then in rural communities, and most recently,
local reform at the school district level.  The U.S. Department
of Education’s Eisenhower Initiatives complemented these ef-
forts, providing funds for the kind of high quality professional
development needed to achieve high standards.

Legislation, particularly the “Goals 2000: Educate
America Act,” has  bolstered the idea of large-scale reform.
At the core of Goals 2000 are the eight National Education
Goals that grew out of educational summits organized by
the nation’s governors, then-President Bush and later, Presi-
dent Clinton.  The national goals as they appear in the legis-

lation are presented in the sidebar, “The National Educa-
tion Goals.”

The legislation provides funds for states to pursue national
goals through comprehensive reform efforts that encompass
development and implementation of challenging standards,
content, and assessments; strengthening professional develop-
ment; and aligning governance strategies and accountability
systems to be consistent with academic goals (Landess 1996).

The Social Context of Education
Learning experiences in schools, as elsewhere, are condi-

tioned by the social context in which they occur.  For schools,
social context is greatly influenced by characteristics of the
children in attendance.  School enrollment is viewed as an
indicator of the demand for teachers, facilities, and resources.
In 1950, approximately 25 million students were enrolled in
public elementary and secondary schools (NCES 1998a).  The
1999 enrollment is expected to include 33.7 million elemen-
tary school students and 13.5 million secondary students.
Public school enrollment is projected to be 48 million stu-
dents by the year 2009 (NCES 1999a).  (See figure 5-1 and
text table 5-1.)

The composition and diversity of the school population
have increased in the last several decades and projections sug-
gest that these trends will continue into the 21st century. His-
panic students made up 7 percent of the school population in

Systemic Reform: Complex Solutions to Complex Problems

….[T]here are too many complex, interconnected
problems present for any one, simple solution to alter
the fundamental dynamics of teaching and learning in
the overall education system or even a single class-
room….  Clear standards for science education…that
give life and meaning to classroom practice are an im-
portant part of the answer, but real, sustainable change
demands much more:

� A transformation of people’s beliefs about science
education well informed by the processes of science
and by our evolving understanding of children’s abil-
ity to learn complex, thought-provoking material;

� The creation in each district and school of a clear
vision of effective science teaching and a set of goals
that reflects this evolving knowledge;

� High-quality instructional materials that support a
coherent presentation of important science con-
cepts—and the resources necessary to make those
materials available to every student;

� New kinds of tests that more accurately measure stu-
dents’ deep understanding of ideas, not just their
short-term recall of facts;

� A long-term commitment of professional develop-

ment to a generation of educators capable of turning
this vision of teaching and learning into reality;

� A broadening of public understanding and support
for effective science education and the development
of community partnerships that spur schools, uni-
versities, museums, foundations, and corporations
to work toward common goals;

� Steadfast support from district administrators and
policymakers who recognize the crucial importance
of local school-based initiatives;

� Enlightened leadership that understands how all of
these factors affect and depend upon each other; and

� The need for all of these changes to occur at the
same time.

This is the soul of a systemic approach to science
education reform: a wide-angle view of school change
that sees all aspects of the system as a whole.  It recog-
nizes that if changes are to be long lasting, each and
every component part of the system must be irrevers-
ibly and permanently altered.

SOURCE: National Science Foundation (NSF). 1997a.  “Foundations:
A Monograph for Professionals in Science, Mathematics, and
Technology Education.” In The Challenge and Promise of K-8
Science Education Reform, Volume 1. NSF 97-76. Washington, DC.
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Figure 5-1.
Total enrollment in public elementary and 
secondary schools: 1950–2005

SOURCE: U.S. Department of Education, National Center for 
Education Statistics, Statistics of State School Systems; Statistics of
Public Elementary and Secondary School Systems; Statistics of 
Nonpublic Elementary and Secondary Schools; Projections of 
Education Statistics to 2007; Common Core of Data. National Center 
for Education Statistics (NCES). 1999. Digest of Education Statistics, 
1998. NCES 1999-036. Washington, DC: U.S. Department of 
Education, Office of Educational Research and Improvement.
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1979 and 14 percent in 1996.  Growth in the percentage of
black students in the public school population was more mod-
est: 15 percent in 1970, 16 percent in 1979, and 17 percent in
1995, with concentrations of both ethnic groups much higher
in central city schools.  In 1996, approximately 32 percent of
students in central city schools were black and 25 percent
were Hispanic (NCES 1999c).  (See text table 5-2.)

More language diversity has been introduced into schools
as the number of immigrant and Hispanic students has in-
creased.  Recent data show more school-aged children now
live in non-English speaking homes than ever before.  That
number has increased steadily from 2.9 million in 1980 to
4.2 million in 1990 (NCES 1998b).

Several family characteristics associated with school suc-
cess also have changed in recent years.  Mothers of younger
children were better educated in 1997 than in 1972.  Fewer
mothers had less than a high school diploma, a decrease from
34 percent to 16 percent over that period, and more mothers
were employed, 38 percent in 1972 vs. 66 percent in 1997.
Fewer children lived in large families (four or more siblings),

The National Education Goals

By the year 2000:

1) All children in America will start school ready to learn.

2) The high school graduation rate will increase to 90
percent.

3) American students will leave grades 4, 8, and 12 hav-
ing demonstrated competency in challenging subject
matter…including mathematics and science.

4) The Nation’s teaching force will have access to pro-
grams for the continued improvement of their profes-
sional skills and the opportunity to acquire the knowl-
edge and skills needed to instruct and prepare all
American students for the next century.

5) U.S. students will be first in the world in mathematics
and science achievement.

6) Every adult American will be literate and will possess
the knowledge and skills necessary to compete in a
global economy and exercise the rights of citizenship.

7) Every school in the United States will be free of drugs,
violence, and the unauthorized presence of firearms
and alcohol and will offer a disciplined environment
conducive to learning.

8) Every school will promote partnerships that will in-
crease parental involvement and participation in pro-
moting the social, emotional, and academic growth of
children.

SOURCE:  U.S. Department of Education. 1999.  Educational
Excellence for All Children Act of 1999.  Fact sheet.  Available from
<<http://www.ed/gov/offices/OESE/ESEA/factsheet.html>>. Accessed
August 12, 1999.

Text table 5-1.
Total enrollment in public elementary and
secondary schools: 1981–2009, selected years

Prekindergarten
through grade 8 Grades 9

Year Total (in thousands)  through 12

Fall 1981 ............... 40,044 27,280 12,764
Fall 1985 ............... 39,422 27,034 12,388
Fall 1990 ............... 41,217 29,878 11,338
Fall 1995 ............... 44,840 32,341 12,500
Fall 1999a .............. 47,244 33,701 13,543
Fall 2000a .............. 47,533 33,875 13,658
Fall 2005a .............. 48,392 33,723 14,669
Fall 2009a .............. 48,126 33,427 14,699

aProjected.

SOURCE: National Center for Education Statistics (NCES). 1999.
Projections of Education Statistics to 2009. NCES 1999-038.
Washington, DC: U.S. Department of Education, Office of Educa-
tional Research and Improvement.

Science & Engineering Indicators – 2000
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a decrease from 24 percent to 6 percent. (See appendix table
5-4.)

Not all changes reflected improved circumstances.  Median
family income1 dropped from $38,000 in 1989 to approximately
$35,000 in 1995 and 1996 (Peterson 1992) and the number of
poor children has increased.  In 1970, approximately 10 mil-
lion children under 18 years of age (15 percent) lived in fami-
lies with earnings below the poverty level.  In 1996, 14 million
children (20 percent) lived in poverty.  (See appendix table
5-1.) Black and Hispanic  children were more likely to live in
poverty than white children. For example, in 1996, approxi-
mately 40 percent of black and Hispanic children (4.4 and 4.1
million, respectively) lived below the poverty line, compared
to 16 percent of white children (8.5 million).

Although diversity adds richness to the learning environ-
ment, it also presents special challenges.  Poor and minority
children and children with limited English proficiency are
more likely to experience difficulty in the early grades, to
repeat a grade, or to need special education services (NCES
1998b).  Black, Hispanic, and low-income students also are
more likely to leave school without a high school diploma.
(See figure 5-2.)  Of those who complete high school, black
students and low income students are less likely to enroll in
college following graduation (NCES 1999c).

Additionally, families are more mobile, another factor re-
lated to poor school outcomes.  The National Center for Edu-
cation Statistics (NCES) estimates that one in three students
changes schools more than once between first and eighth
grades (NSB 1999).  These moves sometimes seriously dis-
rupt the continuity of learning, making it difficult for teach-
ers in the new schools to identify and meet the academic needs
of these highly mobile students (Kelly, Suzuki, and Gaillard
1999; NSB 1999).

As the National Science Board (1999) pointed out, respond-
ing to these challenges may be the most difficult task faced
by schools and teachers in the next century.  In their view, it is
no longer acceptable for race, ethnicity, gender, language, or

1978 1982 1984 1988 1992

1978 1982 1984 1988 1992

Percent

Figure 5-2.
Percentage of 15 to 24-year-olds (grades 10–12) 
who dropped out of school, by family income and 
race/ethnicity: 1976–97

SOURCE: National Center for Education Statistics (NCES). 1998. The 
Condition of Education 1998.  NCES 98-013.  Washington, DC: U.S. 
Department of Education, Office of Educational Research and 
Improvement.

See appendix tables 5-2 and 5-3.
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Text table 5-2.
Percentage of students in grades 1–12 who are black or Hispanic in all public schools and public schools within
central cities: 1970–96, selected years

Year Total Central cities Total Central cities

1970 ....................................... 14.8 32.5   — —
1979 ....................................... 16.1 35.8 6.8 14.0
1985 ....................................... 17.0 36.0 10.1 21.5
1990 ....................................... 16.5 33.1 11.6 19.8
1994 ....................................... 16.8 33.0 13.4 24.7
1995 ....................................... 17.1 31.8 14.0 24.3
1996 ....................................... 17.0 31.9 14.3 25.0

SOURCE: National Center for Education Statistics (NCES). 1999. The Condition of Education, 1999.  NCES 1999-022.  Washington, DC: U.S. Department
of Education, Office of Educational Research and Improvement.
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economic disadvantage to be used as excuses for the poor
academic achievement of particular groups of children.

Schooling and School Choice in the 21st
Century

Even with the thrust toward national standards and national
goals—and perhaps in some cases because of that thrust—
the balance of control over education is changing rapidly as
the 21st century approaches.  Where the option is available,
many parents are enrolling their children in charter schools.
Charter schools operate under a contract (or charter) with a
public agency, most often a local school district.  The charter
frees the school from state and local regulations that might
otherwise limit their use of innovative approaches to instruc-
tion.  In return, the school agrees to meet specific achieve-
ment goals within a specific time period, usually three to five
years.  If the targets are not met, the charter is not renewed.

The number of charter schools varied considerably over
states in 1998, from 5 or less in Mississippi, Hawaii, Rhode
Island, Nevada, New Mexico, Delaware, and South Carolina,
to over 100 in California, Michigan  and Arizona (CSU 1998).
In the years since the first two charter schools opened in Min-
nesota in 1992, the number of schools operating by charter
has grown steadily. (See figure 5-3 and appendix table 5-5).
Currently, the number of charter schools in operation is esti-
mated at between 1,022 (Berman 1998) and 1,200
(Hadderman 1998 and CER 1999) nationwide.  According to
recent estimates, these schools serve 170,000 students, still a
small proportion of the approximately 47 million elementary
and secondary students in the United States.

Educational vouchers are another mechanism for choice.
The idea was first proposed in the 1950s by economist Milton
Friedman, who argued that schools would upgrade the qual-
ity of their offerings (or go out of business) if they had to
compete for students and resources (Hadderman 1998).  To-
day, vouchers are promoted as a way to move central city
children from failing schools to more successful schools.  But
vouchers remain controversial on several fronts.  One of the
most contentious issues is whether large-scale voucher sys-
tems will deplete much needed resources from public schools.
Another point of dispute centers on the appropriateness and
legality of using public funds to send children to private and
religious schools.  A number of privately-financed voucher
plans, generally given in the form of scholarships, also have
made an appearance in recent years.  According to estimates,
in 1992/93 approximately 4,100 privately-financed scholar-
ships were offered to low-income students in four urban dis-
tricts; in 1996/97, close to 11,000 needy students in 28 urban
districts received private scholarships (Hadderman 1998).

Home-schooling also has increased in recent years—from
an estimated 250,000 to 350,000 students nationwide in 1991/
92 to approximately 700,000 to 750,000 students in 1995/96
(Lines 1996).  Home schooling is generally seen as the ulti-
mate form of school choice.  In the 1970s, home schooling
was a prevalent choice among families committed to a phi-
losophy of child-led learning.  Later, families chose to edu-
cate their children at home for religious reasons.  Currently,
issues of school safety and local control over curriculum also
are prompting more parents to choose this alternative (Lines
1996).  Students taught at home generally attend a campus-
based school at least part-time for special subjects and spe-
cial activities.  Community resources and nearby colleges are
drawn on to round out home programs of study (Lines 1996).

Although almost all states require families to register their
children as “home schoolers,” other regulations vary by state.
Some states require parents to submit instructional plans for
home-schooled students to the local or state education agency.
Some require home-schooled children to participate in state
testing programs.  Few regulations exist, however, to assure
that parents have some minimal level of educational experi-
ence in order to teach their own children at home.   In most
states, parents are not required to have teaching certificates
to educate their own children at home.  Michigan, which has
the most stringent regulations, only requires the involvement
of a certified teacher.

To date, few systematic studies have been conducted to
determine achievement outcomes in charter schools.  Pub-
lished results have not been consistent from place to place or
from one study to another.  By contrast, home schooling has
shown consistently positive results.  In virtually every com-
parative study undertaken, home-schooled students outper-
formed their public schools counterparts.  This finding is
viewed with some caution however, because by necessity, data
are available only from states that require home-schooled
children to participate in testing programs (Lines 1996).  No
large-scale studies of voucher programs have been conducted,

Number of operational charter schools

Figure 5-3.
Charter schools by year
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SOURCE: California State University (CSU). 1998. Charter Schools: 
National Concept, California Experience. Proceedings of a roundtable 
discussion sponsored by the California Education Policy Seminar and 
the California State University Institute for Education Reform. 
Sacramento, CA. October 1.

See appendix table 5-5.
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but that situation will soon change.  In response to a request
by the U.S. Department of Education, the National Research
Council has proposed a comprehensive study that will not
only examine the achievement of students whose education
is financed or supplemented by vouchers, but will also exam-
ine the policy consequences, such as the impact vouchers have
on the public school system (White 1999).

Student Achievement

Trends in National Achievement

The National Assessment of Educational Progress (NAEP)
has monitored educational performance through its trends
series (which is distinguished from other NAEP series) since
1969.  To facilitate comparisons, the same instruments have
been used in every trend assessment since that time.  NAEP
trend results are reported in terms of average scale scores and
in terms of five proficiency levels or anchor points.  The five
anchor points correspond to five levels of performance, rang-
ing from the basic skills and knowledge to be mastered in the
earliest years (Skill Level 150) to the fluency needed to solve
challenging problems (Level 350).  Most of the NAEP results
included in this chapter are based on the latter.  (See sidebar,
“Proficiency Levels Used in NAEP Science and Mathemat-
ics Trends Assessments.”)

NAEP trends results from the last 20 years indicate that,
for the most part, students are performing at higher levels in

mathematics and science than did their counterparts in the
late 1970s.  However, the data also suggest that performance
falls below expectations based on new educational standards
(NCES 1997a).

Elementary and Middle School Science and
Mathematics

At the high school level, the primary function of the math-
ematics and science curricula is to begin the preparation of
future scientists, mathematicians, and engineers, which was
the goal of educational reforms in the 1960s.  In turn, the
primary function of elementary and middle school science
and mathematics is to lay the groundwork for high school
curricula in these areas.  In other words, elementary and
middle schools are expected to provide the building blocks
that students will need in order to progress through the sci-
ence and engineering pipeline in later years.  These early years
are quite critical, particularly for mathematics.  According to
several respected educators, it is in elementary school that
young children begin constructing a knowledge base to build
upon as they progress to higher levels of knowledge, skill,
and understanding (Campbell and Johnson 1995).  This sec-
tion of the chapter examines the adequacy of elementary,
middle, and high school preparation, as reflected by NAEP
achievement results.

The science and mathematics achievement of both 9- and
13-year-old students has improved significantly since 1977/
78.  In science, about two-thirds of 9-year-olds reached Level

Proficiency Levels Used in NAEP Science and Mathematics Trends Assessments

Level Science Mathematics
350 Integrates Specialized Scientific Information Multistep Problem Solving and Algebra

Can infer relationships and draw conclusions Can solve multistep problems and use algebra.
using detailed scientific knowledge.

300 Analyzes Scientific Procedures and Data Moderately Complex Procedures and Reasoning
Has some detailed scientific knowledge Can compute with decimals, fractions, and percents;
and can evaluate the appropriateness of recognize geometric f igures; solve simple equations;
scientific procedures. and use logical reasoning to solve problems.

250 Applies General Scientific Information Numerical Operations and Beginning Problem Solving
Understands and applies general information Can add, subtract, multiply, and divide using
from the life and physical sciences. whole numbers and can solve one-step problems.

200 Understands Simple Scientific Principles Beginning Skills and Understanding
Understands some simple principles and has Can add and subtract two-digit numbers and
some knowledge, particularly about physical recognize relationships among coins.
sciences.

150 Knows Everyday Science Facts Simple Arithmetic Facts
Knows some general science facts. Knows some addition and subtraction facts.

SOURCE:  National Center for Education Statistics (NCES). 1997. NAEP 1996 Trends in Academic Progress.  NCES 97-985. Washington, DC: U.S. Depart-
ment of Education, Office of Educational Research and Improvement.
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200 in 1977, showing that they could understand some simple
scientific principles.  Between 1977 and 1996, the propor-
tion reaching this level increased so that on the most recent
assessment, roughly three-quarters of students demonstrated
that capacity. Approximately 26 percent of 9-year-olds met
or exceeded Level 250 in 1977, showing that they could ap-
ply general information from the life and physical sciences.
That number increased to 32 percent in 1996.

The proportion of 13-year-old students reaching achieve-
ment Levels 200 and 250 in science also increased between
the first and the most recent trends assessments.  Eighty-six
percent or more of 13-year-olds showed understanding of
simple scientific principles (Level 200) in 1977, while 92 per-
cent performed at the level in 1996.  Level 250 performance
demonstrates some capability to apply life- and physical-sci-
ence concepts.  Approximately 49 percent of 13-year-olds
reached or exceeded that level in 1977 and about 58 percent
did so in 1996.  (See figure 5-4.)

The mathematics achievement of elementary and middle
school aged children also improved between 1978 and 1996.
(See figure 5-5.)  At Level 200, students are able to add and
subtract two-digit numbers and recognize some coins.  The
percentage of 9-year-olds achieving that level was 70 percent
in 1978 and increased to 82 percent in 1990, after which it
remained stable through 1996.  At Level 250, students can
perform the basic four mathematical operations (addition,
subtraction, multiplication, and division) and can solve one-
step problems.  In 1978, approximately 20 percent of 9-year-
olds performed at this level.  The numbers grew to 30 percent
in 1996.

The number of 13-year-olds demonstrating command of
the basic operations of mathematics (Level 250) grew from
65 percent in 1978 to 79 percent in 1996.  At Level 300, stu-
dents are able to compute with decimals and fractions, recog-
nize geometric figures, solve simple equations, and use
moderately complex reasoning.  Approximately 18 percent
of students demonstrated these skills in 1978 compared to 21
percent in 1996, which was not significantly higher.

High School Achievement
There were also some gains among 17-year-old students

in science and mathematics from 1977 to 1996.  (See figures
5-4 and 5-5.)  In 1977, 82 percent of 17-year-olds met or
exceeded Level 250 on the science assessment, the stage at
which students can apply principles of life and physical sci-
ences.  There was an upward trend in the performance of stu-
dents achieving at this level between 1977 and 1996, but the
84 percent in 1996 was not significantly different from the
1977 findings.  Forty-two percent of 17-year-olds achieved
Level 300 in 1978, where students are presumed to have some
detailed scientific knowledge and the capacity to evaluate the
appropriateness of scientific procedures.  The percentage of
high school students demonstrating benchmark performance
ranged from 37 percent in 1982 to 48 percent in 1996.  The
overall pattern of science performance increase between 1977
and 1996 performance was significant.  (See figure 5-4.)

1977 1979 1983 1985 1987 1989 1991 1993 199519811980 1984 1988

1980 1984 1988
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Figure 5-4.
Trends in the percentage of students at or above 
benchmark levels of NAEP science performance, 
by age: 1977–96
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NAEP = National Assessment of Educational Progress

SOURCE: National Center for Education Statistics (NCES). 1997. 
NAEP 1996 Trends in Academic Progress.  NCES 97-985.  
Washington, DC: U.S. Department of Education, Office of Educational 
Research and Improvement. 

See appendix tables 5-6, 5-7, and 5-8. 
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Figure 5-5.
Trends in the percentage of students at or above 
benchmark levels of NAEP mathematics 
performance, by age: 1978–96
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NAEP = National Assessment of Educational Progress

SOURCE: National Center for Education Statistics (NCES). 1997. 
NAEP 1996 Trends in Academic Progress.  NCES 97-985.  
Washington, DC: U.S. Department of Education, Office of Educational 
Research and Improvement.

See appendix tables 5-9, 5-10, and 5-11. 
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In 1978, approximately 92 percent of 17-year-old students
functioned at or above Level 250 in mathematics, showing
that they could solve one-step problems.  (See figure 5-5.)
The 5 percentage-point difference between the 1977 num-
bers and the overall upward trend were statistically signifi-
cant.  Approximately 52 percent of 17-year-old students
functioned at a higher complex reasoning stage (Level 300)
in 1978 and 60 percent in 1996, a statistically-significant in-
crease in the change of percentage points.

Achievement Trends by Demographic Group
The proportion of females and underrepresented minori-

ties still remains low at every point along the science, math-
ematics, and engineering pipeline.  For these reasons, it is of
interest to monitor mathematics and science performance of
these demographic groups from elementary school through
high school.

Gender Differences in Performance. The chapter on
higher education reports that the number of females who re-
ceive bachelor’s degrees in natural science fields has increased
in the past ten years but that the number of women in math-
ematics and computer science fields has not increased since
1985.  Therefore, the performance of students on mathemat-
ics tests in elementary and secondary school is of concern as
an indicator of the preparation of students for college perfor-
mance in mathematics and science.

NAEP performance levels for male and female students
are presented for science in text table 5-3 and for mathemat-
ics in text table 5-4.  A higher proportion of both male and
female 9-year-olds reached benchmark science performance
in 1996 than in 1978.  Between 1977 and 1996, the perfor-
mance levels of boys and girls were not distinguishable.  For
13-year-olds, significant increases also occurred for both
boys and girls between 1977 and 1996; however, at this age,
boys have slightly higher proportions with performance in
science above 250 (62 percent of boys and 54 percent of
girls).  At age 17, the performance of both males and fe-
males increased between 1977 and 1996 but males were more
likely than females to get scores of 300 or more in 1996.
(See text table 5-3.)  By 1996, the difference in the propor-
tion of males and females scoring at 300 or more was about
9 percentage points.  Thus, in science performance, the ten-
dency of males to perform at higher levels than females at
older ages continues to exist.

In mathematics, differences between males and females
are much more difficult to detect than for science.  At ages 9
and 13, the percentage of males and females reaching the
benchmark on the mathematics assessment (Level 200 at age
9 and 250 at age 13) increased from 1978 to 1996.  There had
been no significant difference for boys and girls age 13 since
1978.  For 17-year-olds, the mathematics performance of both
genders increased significantly from 1978 to 1996 but the
differences in the performance of male and female students
has not formed a consistent trend.  The figures in text table 5-
4 suggest a closing of the gap between males and females
(males were a few percentage points higher in 1978, 1982,
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and 1986), but no evidence of a further closing of the gap
was observed between 1990 and 1996.  Among 17-year-
olds, males increased their achievement in the 1990s
whereas females did not have significant increases in per-
formance between 1990 and 1996.  The apparent differ-
ence between male and female 17-year-olds in 1996 was
not statistically significant.

Gender differences in student performance on mathemat-
ics and science assessments were also examined globally in
the reports of Third International Mathematics and Science
Study for grades 4, 8, and 12.   The comparative perfor-
mance of boys with that of girls depends on the subject and
grade level for most countries.  In science, boys outperform
girls in most countries in middle school (28 out of 39 coun-
tries) and in high school (in 20 out of 21 countries), but not
in as many countries at elementary levels (10 out of 25).  In
mathematics, boys are much less likely to outperform girls
in elementary school (3 out of 25 countries) or middle school
(8 out of 39 countries), but at high school age, boys outper-
formed girls in 18 out of 21 countries.   Interestingly, U.S.
performance on the TIMSS assessments revealed no gender

differences at any grade in mathematics.  There were some
differences detected between U.S. boys and girls in science
at elementary and high school grades (not at middle school),
but the differences were very small compared with other
countries (Beaton et al. 1996a,b; Martin et al. 1997, 1998;
and Mullis et al. 1997.)

Ethnic Differences in Performance. Comparisons of per-
formance by racial/ethnic group are presented in figures 5-6
and 5-7.  In science, more white, black, and Hispanic 9-year-
olds reached benchmark (Level 200) in 1996 than in 1977.  The
change was particularly noteworthy for black students, who
showed a 25 percentage-point increase from the initial assess-
ment (27 percent) to the most recent one (52 percent).  By
comparison, the percentage of Hispanic students increased from
42 percent to 58 percent and the percentage of white students
increased from 77 percent to 84 percent.  As these numbers
show, white students started off well ahead of black and His-
panic students in 1977 and remained well ahead through 1996.
The disparity between white and black students at the 200
benchmark declined from 50 percentage points in 1977 to 32
percentage points in 1996.  Changes in the white-Hispanic

Text table 5-3.
Trends in the percentage of students at or above
benchmark levels of science performance, by age
and sex: 1977–96, selected years

Years Male Female

Age 9 Level 200

1977 ...................... 70 67
1982 ...................... 70 72
1986 ...................... 74 70
1990 ...................... 76 76
1992 ...................... 80 76
1994 ...................... 78 77
1996 ...................... 77 76

Age 13 Level 250

1977 ...................... 52 45
1982 ...................... 56 46
1986 ...................... 57 48
1990 ...................... 60 53
1992 ...................... 63 60
1994 ...................... 62 57
1996 ...................... 62 54

Age 17 Level 300

1977 ...................... 49 35
1982 ...................... 45 30
1986 ...................... 49 34
1990 ...................... 48 39
1992 ...................... 51 42
1994 ...................... 53 42
1996 ...................... 53 44

SOURCE: National Center for Education Statistics (NCES). 1997.
NAEP 1996 Trends in Academic Progress.  NCES 97-985.
Washington, DC: U.S. Department of Education, Office of Educa-
tional Research and Improvement.

See appendix tables 5-6, 5-7, and 5-8.
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Text table 5-4.
Trends in the percentage of students at or above
benchmark levels of mathematics performance,
by age and sex: 1977–96, selected years

Years Male Female

Age 9 Level 200

1978 ...................... 69 72
1982 ...................... 69 74
1986 ...................... 74 74
1990 ...................... 81 82
1992 ...................... 82 81
1994 ...................... 82 82
1996 ...................... 83 81

Age 13 Level 250

1978 ...................... 64 66
1982 ...................... 71 71
1986 ...................... 74 73
1990 ...................... 75 74
1992 ...................... 78 78
1994 ...................... 79 77
1996 ...................... 80 77

Age 17 Level 300

1978 ...................... 55 48
1982 ...................... 52 45
1986 ...................... 55 49
1990 ...................... 58 55
1992 ...................... 61 58
1994 ...................... 60 57
1996 ...................... 63 58

SOURCE: National Center for Education Statistics (NCES). 1997.
NAEP 1996 Trends in Academic Progress.  NCES 97-985.
Washington, DC: U.S. Department of Education, Office of Educa-
tional Research and Improvement.

See appendix tables 5-9, 5-10, and 5-11.
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Figure 5-6.
Trends in the percentage of students at or above 
benchmark levels of NAEP science performance, 
by age and race/ethnicity: 1977–96
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NAEP = National Assessment of Educational Progress

SOURCE: National Center for Education Statistics (NCES). 1997. 
NAEP 1996 Trends in Academic Progress.  NCES 97-985.  
Washington, DC: U.S. Department of Education, Office of Educational 
Research and Improvement.

See appendix tables 5-6, 5-7, and 5-8. 
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Figure 5-7.
Trends in the percentage of students at or above 
benchmark levels of NAEP mathematics 
performance, by age and race/ethnicity: 1978–96

Science & Engineering Indicators – 2000

NAEP = National Assessment of Educational Progress

SOURCE: National Center for Education Statistics (NCES). 1997. 
NAEP 1996 Trends in Academic Progress.  NCES 97-985.  
Washington, DC: U.S. Department of Education, Office of Educational 
Research and Improvement.

See appendix tables 5-9, 5-10, and 5-11. 
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performance differences were more modest over that time
period.  The initial difference was 35 percentage points, while
the difference in 1996 was 26 percentage points.

More 13-year-olds in all three racial/ethnic groups reached
the benchmark (Level 250) on the science assessment in 1996
than in 1977.  White students demonstrated a 12 percentage-
point increase in reaching benchmark performance, black stu-
dents a 10-point increase, and Hispanic students a 13
percentage-point increase.  Again, white students started off
well ahead of black and Hispanic students and this compari-
son continued through the years.   Among 13-year-olds, per-
formance differences between white-black and white-Hispanic
groups did not narrow significantly over time.

Greater percentages of white and black 17-year-olds
reached Level 300 in science in 1996 than in 1977, increas-
ing by 11 and 10 percentage points, respectively.  The pro-
portion of 17-year-old Hispanic students achieving Level 300
increased by 5 percentage points.  The upward trend in all
three groups was statistically significant.  As is the estab-
lished pattern, more white students than black and Hispanic
students attained Level 300 throughout the assessments.

In mathematics, significantly more 9-year-olds reached
Level 200 in 1996 in all three racial/ethnic groups than in
1978.  Black students showed the greatest improvement (from
42 to 65 percent) in reaching benchmark performance levels.
White and Hispanic students showed increases of 11 and 13
percentage points, respectively.  The disparity between white
and black students but not that between white and Hispanic
students decreased over this interval.  The difference between
white and black students reaching benchmark performance
was 34 percentage points in 1978 and 22 percentage points in
1996.

There were improvements in the percentage of white, black,
and Hispanic 13-year-old students reaching Level 250 between
the first and most recent mathematics assessment.  The dif-
ferences between white and Hispanic students decreased from
37 percentage points in 1978 to 28 percentage points in 1996.
The difference in performance between black and white stu-
dents also decreased, from 44 to 32 percentage points.  Major
differences remained between the groups in 1996.  About 86
percent of white students, 54 percent of black students, and
58 percent of Hispanic students scored at the benchmark level.

White, black, and Hispanic 17-year-olds functioned at sig-
nificantly higher levels of mathematics performance in 1996
than in 1978.  The increase for white students was from 58
percent to 69 percent; for black students, from 17 percent to
31 percent; and for Hispanic students, from 23 percent to 40
percent.  As these numbers also reveal, white students held
the edge from the first to the most recent assessment and no
significant reduction in performance differences occurred
from the first to the most recent assessment.2

Summary of NAEP Performance

Science and mathematics achievement in the early and
middle grades have improved during the years in which trends
assessments were conducted.   Compared to 1977/78 perfor-
mance levels, more 9- and 13-year-olds demonstrated under-
standing of simple scientific principles and could understand
and apply general information from life and physical sciences
in 1996.  Mathematics achievement for these age groups also
has improved since 1978.  More 9- and 13-year-old students
could perform two-digit addition and subtraction in 1996 than
in 1978.  More students also had command of the four basic
arithmetic operations and could solve simple mathematical
problems.

More 17-year-olds showed evidence of detailed scientific
knowledge and evaluation of scientific procedures in 1996
than in 1977.  More students also demonstrated mastery of
one-step problems in 1996—a small but significant improve-
ment.  More 17-year-olds showed that they could compute
with decimals and fractions and use moderately complex rea-
soning in 1996.

There also are negative aspects to these findings.  Many
9-year-olds lack a good cognitive foundation on which to build
future knowledge and understanding.  About 70 percent of
these students could not compute using whole numbers or
could not solve one-step problems.  More than 40 percent of
13-year-olds could not apply information from the life and
physical sciences.  About half of 17-year-olds could not evalu-
ate scientific procedures and 40 percent were deficient in
computation or in the use of moderately complex reasoning.
Taken as a whole, the data suggest that, while definite im-
provements in achievement have occurred, the situation re-
mains disappointing for black and Hispanic students.  On
average, black and Hispanic groups continued to score well
below white students, even where there was some success in
narrowing the gaps.

U.S. Achievement in an International Context
International assessments provide another perspective on

U.S. achievement.  The most recent study, the Third Interna-
tional Mathematics and Science Study (TIMSS), conducted
in 1995, included assessment of fourth and eighth grade stu-
dents as well as students in their final year of secondary school.
The study included several components: the assessments,
analyses of curricula for various countries, and an observa-
tional-video study of mathematics instruction in eighth grade
classes in Germany, Japan, and the United States.

Achievement of Fourth and Eighth Grade
American Students

TIMSS results for fourth and eighth grade students have
been widely reported, including in the previous volume of
S&E Indicators (NSB 1998).  Often observers have expressed
grave concern about the implications of TIMSS results for
the science and mathematics education being provided to the

2Appendix table 5-12 presents comparable trends information based on
average scale scores.
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Nation’s students.  The National Science Board reports
TIMSS’ results in Preparing Our Children: Math and Sci-
ence Education in the National Interest (NSB 1999).  Among
other issues critical to precollege education, the report rec-
ommended collaborative review of instructional materials by
mathematics and scientists employed in knowledge-based
industries, parents, and others.  The report also recommended
the partnership of teacher education instruction with relevant
state and local agencies to create constructive alignment of
teacher preparation, certification, and hiring practices and
policies.

TIMSS findings are outlined here in only general terms.
U.S. fourth grade students performed at competitive levels in
both science and mathematics.  In science, they scored well
above the 26-country international average overall as well as
in all content areas assessed—earth sciences, life sciences,
physical sciences, and environmental issues/nature of science.
Only students in South Korea scored at a higher level overall.
(See figure 5-8, and appendix table 5-13.)   The fourth grade
assessment in mathematics covered topics in whole numbers;
fractions and proportionality; measurement, estimation, and
number sense; data representation, analysis, and probability;
geometry; and patterns, functions, and relations.  Fourth grade
students also did well on this assessment, scoring above the
international average and performing comparatively well in
all content areas except measurement (NCES 1997c). (See
figure 5-8 and appendix table 5-14.)

As with grade 4 students, the TIMSS science assessment
taken by eighth grade students covered earth and life sciences
and environmental issues, but also included content in phys-
ics and chemistry.  With a mean score of 534 in science, grade
8 U.S. students scored above the 41-country international
average of 516.  (See figure 5-9.)  U.S. students performed
about at the international average in chemistry and physics,
and above average on life sciences, earth sciences, and envi-
ronmental issues (NCES 1997c). (See appendix table 5-15.)

Figure 5-9 shows that mathematics was the weaker area of
eighth grade achievement.  The assessment covered fractions
and number sense; geometry; algebra; data representation and
probability; measurement; and proportionality.  Overall, eighth
grade U.S. students performed below the 41-country interna-
tional average and about at the international average in alge-
bra, data representation, and fractions and number sense.
Performance on geometry, measurement, and proportional-
ity were below the international average. (See figure 5-9 and
appendix table 5-16.)

Achievement of Students in the Final Year of
Secondary School

The performance of students in the final year of second-
ary school can be considered a measure of what students have
learned over the course of their years in school.  Assessments
were conducted in 21 countries to examine performance on
the general knowledge of mathematics and science expected
of all students, as well as more specialized content taught
only in advanced courses.

Achievement on General Knowledge
Assessments

The TIMSS general knowledge assessments were taken
by all students, including those not taking advanced math-
ematics and science courses.  The assessment covered earth
sciences/life sciences and physical sciences topics covered in
grade 9 in many other countries but not until grade 11 in U.S.
schools.  On the general science knowledge assessment, U.S.
students scored 20 points below the 21-country international
average, comparable to the performance of 7 other nations
but below the performance of 11 other nations participating
in the assessment.  Only 2 of the 21 countries, Cyprus and
South Africa, performed at a significantly lower level than
the United States. (See figure 5-10.)  It is noteworthy, how-
ever, that the countries performing similarly to the United
States included Germany, Russia, France, the Czech Repub-
lic, Italy, and Hungary.

The general mathematics assessment covered topics most
comparable to seventh grade material internationally and ninth
grade material in the United States.  Again, U.S. students
scored below the international average, outperformed by 14
countries but scoring similarly to Italy, the Russian Federa-
tion, Lithuania, and the Czech Republic.  As on the general
science assessment, only Cyprus and South Africa performed
more poorly.  (See figure 5-10.)  These results suggest that
mathematics and science students in the United States appear
to be losing ground to students in many other countries as
they progress from elementary to middle to secondary school.

Achievement of Advanced Students
The TIMSS physics assessment was administered to stu-

dents in countries who were taking advanced science courses
and by U.S. students who were taking or had taken physics I
and II, advanced physics, or advanced placement (AP) phys-
ics.  The assessment covered mechanics and electricity/mag-
netism as well as particle, quantum, and other areas of modern
physics.

Compared to their counterparts in other countries, U.S.
students performed below the international average of 16
countries on the physics assessment.  The mean achievement
scores of the U.S. (423) and Austria (435) were at the bottom
of the international comparison (average = 501).  Students in
14 other countries scored significantly higher than the United
States and no country achieved at a lower level.  Advanced
Placement physics students in the U.S. (not shown) scored
474 on the assessment, while 6 countries scored higher (scores
ranging from 518 to 581).  Only Austria performed at a sig-
nificantly lower level, with a score of 435 (NCES 1998a).

The advanced mathematics assessment was administered
to students in other countries who were taking advanced math-
ematics courses and by U.S. students who were taking or had
taken calculus, pre-calculus, or AP calculus.  One-quarter of
the items tested calculus knowledge.  Other topics included
numbers, equations and functions, validation and structure,
probability and statistics, and geometry.
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The international average on the advanced mathematics
assessment was 501.  American students, with a score of 442,
were outperformed by students in 11 nations, whose average
scores ranged from 475 to 557.  No nation performed signifi-
cantly below the United States, while Italy, the Czech Repub-
lic, Germany, and Austria performed at about the same level.
(See figure 5-11.)  U.S. students who had taken AP calculus
(not shown) had an average score of 513, exceeded only by
students in France.  Five nations scored significantly lower
than the AP calculus students in the United States.

Performance of the Highest Achievers
Contrasting the performance of the “best and brightest”

American students with the best in other nations provides a
comparison of the students in each country who are most likely
to move through the educational pipeline to careers in sci-
ence, mathematics, and engineering.  One widely compara-
tive index is the percentage of students in each country scoring
within the top 10 percent of the students in all participating
countries at all grade levels in international distribution.  Data
on this measure were reported only for grade 4 and grade 8
students.

Science & Engineering Indicators – 2000

Grade 4 science Grade 4 mathematics

Figure 5-8.
Average scale score on grade 4 TIMSS science and mathematics assessments relative to U.S. averages,
by country: 1994–95

TIMSS = Third International Mathematics and Science Study

NOTE:  Nations not meeting international guidelines are shown in parentheses.

SOURCES: Martin, M., I. Mullis, A. Beaton, E. Gonzalez, T. Smith, and D. Kelly. 1997.  Science Achievement in the Primary School Years:  IEA’ s Third 
International Mathematics and Science Study (TIMSS).  Chestnut Hill, MA: Boston College, TIMSS International Study Center; Mullis, I., M. Martin, 
A. Beaton, E. Gonzalez, D. Kelly, and T. Smith. 1997.  Mathematics Achievement in the Primary School Years:  IEA’ s Third International Mathematics 
and Science Study (TIMSS).  Chestnut Hill, MA: Boston College, TIMSS International Study Center.

See appendix tables 5-13 and 5-14.
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Grade 8 science Grade 8 mathematics

Figure 5-9.
Average scale score on TIMSS science and mathematics assessments for students in grade 8, by 
country: 1994–95

TIMSS = Third International Mathematics and Science Study

NOTE:  Nations not meeting international guidelines are shown in parentheses.

SOURCES: Martin, M., I. Mullis, A. Beaton, E. Gonzalez, T. Smith, and D. Kelly. 1997.  Science Achievement in the Primary School Years:  IEA’ s Third 
International Mathematics and Science Study (TIMSS).  Chestnut Hill, MA: Boston College, TIMSS International Study Center; Mullis, I., M. Martin, 
A. Beaton, E. Gonzalez, D. Kelly, and T. Smith. 1997.  Mathematics Achievement in the Primary School Years:  IEA’ s Third International Mathematics 
and Science Study (TIMSS).  Chestnut Hill, MA: Boston College, TIMSS International Study Center.

See appendix tables 5-15 and 5-16.
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Relatively speaking, grade 4 students were the most inter-
nationally competitive of U.S. students.  Sixteen percent of
fourth grade U.S. students scored in the top 10 percent in
science and 9 percent did so in mathematics.  Thirteen per-
cent of grade 8 students performed as well as the top 10 per-
cent of TIMSS participants, but only 5 percent reached that
benchmark in mathematics.  (See appendix table 5-19.)  Stu-
dents in some U.S. schools are performing well above the
national average and well above students from many other
countries; schools in the First in the World Consortium are in
this select group.  (See sidebar, “First in the World Consor-
tium Near the Top.”)

Performance of Students from the G-7
Nations

Of perhaps particular interest to policymakers is how well
the U.S. students performed relative to the country’s major
trading partners, the six additional members of the “group of
7” (G-7): Canada, France, Germany, Italy, Japan, and the

United Kingdom (England, Scotland, Northern Ireland, and
Wales).  Because not all countries participated in each of the
assessments, the potential comparisons are limited.  A com-
parison of mean scale scores of the G-7 countries shows that
on the science assessment the scores of fourth graders in the
United States did not differ significantly from those in Japan
and were higher than those of Canada, England, and Scot-
land.  In 4th grade mathematics, Japanese students achieved
a higher level than the United States, while the United States
did not differ significantly from Canada and was higher than
Scotland and England (NCES 1998b). (See figure 5-8.)  On
the grade 8 science assessment, only Japan outscored the
United States, whose performance was comparable to that of
England, Scotland, Canada, and Germany but better than
France.  In mathematics, the achievement of U.S. students
was surpassed by that of students in Japan, France, and
Canada, while U.S. students performed similarly to eighth
grade students in Germany, England, and Scotland (Beaton
et al. 1996a, b). (See figure 5-9.)
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Science general knowledge Mathematics general knowledge

Figure 5-10.
Mean scale score on TIMSS general knowledge assessments in mathematics and science for students in 
their final year of secondary school: 1994–95
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SOURCE: Mullis, I., M. Martin, A. Beaton, E. Gonzalez, D. Kelly, and T. Smith. 1998. Mathematics and Science Achievement in the Final Year of 
Secondary School: IEA’ s Third International Mathematics Study. Chestnut Hill, MA: Boston College, TIMSS International Study Center.

See appendix table 5-17.
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Summary of TIMSS Findings
In brief, the findings of the TIMSS assessments showed

that U.S. students have higher achievement in science than in
mathematics; that students in the primary grades demonstrated
the strongest performance, especially in science; that students
in grade 8 showed weaker performance; and that those in grade
12 showed weaker performance still, relative to their cohorts
in other countries.

Science and Mathematics Coursework

In 1980, before A Nation at Risk motivated states to in-
crease graduation requirements, 37 states had minimal gradu-
ation requirements on the books.  By 1990, 43 states had
specified the courses and number of credits needed for gradu-
ation.  The National Education Commission on Time and
Learning reports several studies showing that new require-
ments did not appreciably change the number of Carnegie
units students were required to take.  By one estimate, the
average number of credits required for graduation in 1980
was 17.  In 1990, the average was 20 credits, representing
less than 10 percent difference over the 10 years (NECTL
1994).

The NECTL cites research indicating positive effects of
strengthened graduation requirements.  Schools offered more
academic courses, particularly in mathematics and science,
and more students, including minority and at-risk students,
actually enrolled in the courses. The 1994 High School Tran-
script Study (HSTS), which examined the records of more
than 25,000 graduating seniors, confirms that outcome.  Stu-
dents took more advanced science and mathematics courses
in 1996 than did students who graduated in the late 1970s
(NCES 1998e).  In 1994, almost all graduating seniors (93
percent) had taken biology and more than one-half (56 per-
cent) took chemistry.  In comparison, 77 percent of 1982 se-
niors had completed biology and 31 percent had completed
chemistry.  In the class of 1994, almost one-quarter of gradu-
ates had completed physics, compared to 14 percent of 1982
graduates.  (See figure 5-12 and text table 5-5.)  Appendix
table 5-21 provides participation rates for advanced place-
ment and other science courses.

In 1994, more graduating students had taken advanced
mathematics courses than did their counterparts in prior years.
In 1994, 58 percent of students took algebra 2, compared to
36 percent in 1982.  The 1994 participation rates for geom-
etry and calculus were 70 percent and 9 percent, respectively.
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Physics Advanced mathematics

Figure 5-11.
Average scale score on TIMSS physics and advanced mathematics assessment for students in their final year of 
secondary school: 1994–95
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SOURCE: Mullis, I., M. Martin, A. Beaton, E. Gonzalez, D. Kelly, and T. Smith. 1998. Mathematics and Science Achievement in the Final Year of 
Secondary School: IEA’ s Third International Mathematics Study. Chestnut Hill, MA: Boston College, TIMSS International Study Center.

See appendix table 5-18.
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Corresponding figures for 1982 were 46 percent in geometry
and 5 percent in calculus.  From 1982 to 1994, there was a
corresponding decrease in lower-level courses such as gen-
eral mathematics, which dropped from 30 percent to 16 per-
cent for 1994 over that period.  (See figure 5-13 and text table
5-6.)  Refer to appendix table 5-22 for information on other
mathematics courses, including AP calculus (NCES 1998e).

 Gender Differences in Course Participation. The asso-
ciation between courses taken in high school and later edu-
cational outcomes has been established for some time (Sells
1978 and Smith 1996).  Given the lower representation of
women throughout the science, mathematics, and engineer-
ing pipeline, there has long been an interest in tracking gen-
der differences in the patterns of advanced science and
mathematics courses taken.  Data from the recent transcript
study show that, in 1982, approximately 79 percent of fe-
male graduates completed biology, 30 percent completed
chemistry, and 10 percent completed physics (NCES 1998e).
The corresponding numbers in 1994 were 95 percent, 59 per-
cent, and 22 percent, respectively.  For males, 74 percent com-
pleted biology in 1982 and 92 percent in 1994, 32 percent

1984 1986 1988 1992

Figure 5-12.
Percentage of high school graduates taking 
science courses, by gender: 1982–94

SOURCE: National Center for Education Statistics (NCES). 1998. 
The 1994 High School Transcript Study: Comparative Data on Credits 
Earned and Demographics for 1994, 1990, 1987, and 1982 High 
School Graduates. Washington, DC: U.S. Department of Education, 
Office of Educational Research and Improvement.

See appendix tables 5-21 & 22.
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First in the World Consortium
Near the Top

The First in the World Consortium was started by a
group of North Shore school superintendents in Illinois to
work collectively on specific administrative issues.  One
of their last meetings focused on Goals 2000 (legislation
that called for national goals and world-class standards).
From this discussion came a commitment to create a re-
gional consortium of districts driven by the need to pursue
a world-class education for their students.

Schools in the First in the World Consortium showed
quite strong performance on all TIMSS assessments.  They
scored well above the general population of U.S. students
and above the international mean at all three grades and
on both the general knowledge and advanced exams in
mathematics and science at the end of secondary school.

Highest scoring country
Grade Mathematics Science

4 ...................... Singapore 625 South Korea 597
8 ...................... Singapore 643 Singapore 607
12 Literacy ...... Netherlands 560 Sweden 559
12 Advanced ... France 557 Norway 581

SOURCE:  IEA Third International Mathematics and Science Study,
1994-95.
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Text table 5-5.
Percentage of high school graduates earning credits in science courses, by gender
and race/ethnicity: 1982 and 1994

Year of graduation
and characteristic Survey science Biology Chemistry Physics

1982
All ..................................................... 62 77 31 14
Male ................................................. 64 74 32 19
Female ............................................. 61 79 30 10
White ................................................ 62 79 34 17
Asian/Pacific Islander ...................... 41 84 53 35
Black ................................................ 68 73 22 8
Hispanic ........................................... 63 69 16 6
American Indian/Alaskan Native ...... 58 67 26 8

1994
All ..................................................... 71 93 56 25
Male ................................................. 73 92 53 27
Female ............................................. 70 95 59 22
White ................................................ 72 94 58 26
Asian/Pacific Islander ...................... 62 92 69 44
Black ................................................ 72 92 44 15
Hispanic ........................................... 70 94 46 16
American Indian/Alaskan Native ...... 79 92 41 10

SOURCE: National Center for Education Statistics (NCES). 1998. The 1994 High School Transcript Study: Comparative Data on Credits Earned and
Demographics for 1994, 1990, 1987, and 1982 High School Graduates. Washington, DC: U.S. Department of Education, Office of Educational Research
and Improvement.

See appendix tables 5-21 and 5-23. Science & Engineering Indicators – 2000

completed chemistry in 1982 and 53 percent in 1994, and 19
percent completed physics in 1982 and 27 percent in 1994.
For both male and female graduates, the biggest percentage-
point increases were in physics.  In all three of these advanced
science courses, differences between male and female par-
ticipation decreased from 1982 to 1994. (See figure 5-12, text
table 5-5, and appendix table 5-21.)

Both male and female students took more advanced math-
ematics courses in 1994 than in 1982.  For both genders,
completion rates for algebra 2 and geometry increased 19 to
26 percentage points.  The percentages of male and female
students completing calculus doubled over that period, reach-
ing almost 10 percent for both genders in 1994.  In 1994,
approximately 54 percent of male students and 61 percent of
female students completed algebra 2 and 68 percent of males
and 72 percent of females completed geometry.  (See figure
5-13, text table 5-6, and appendix table 5-22.)

Ethnic Differences in Course Participation.  Educators
have also tracked course taking patterns by ethnic group
(NCES 1998e).  Students from racial and ethnic groups that
are typically underrepresented in science made substantial
gains in their proportions taking advanced science courses.
More than 90 percent of black, Hispanic, and American In-
dian/Alaskan Native students now complete biology.  In chem-
istry, the proportion of black students completing chemistry
doubled between 1982 and 1994 (from 22 to 44 percent), the
completion rate for Hispanic students nearly tripled (from 16

to 46 percent), and for American Indian/Alaskan Natives, the
proportion increased by more than one-half (from 26 to 41
percent).  All categories made progress in physics course tak-
ing between 1982 and 1994, although the proportions of stu-
dents from black, Hispanic, and American Indian/Alaskan
Native groups remained 16 percent or lower in 1994.  Corre-
sponding 1994 rates for white and Asian/Pacific Islander stu-
dents were 26 percent and 44 percent, respectively.  (See figure
5-14 and text table 5-5.)

Figure 5-15, which shows the pattern of higher-level math-
ematics courses completed by ethnic group, indicates that
more high school seniors in all ethnic groups completed ad-
vanced mathematics courses in 1994 than in 1982.  Increases
for white and Asian/Pacific Islander students are evident in
geometry, algebra 2, and calculus.  Increases were also ap-
parent for students in racial/ethnic groups that typically are
underrepresented in mathematics and the sciences.

For American Indian/Alaskan Natives, the course comple-
tion rate for algebra 2 increased from 19 percent to 42 percent;
for geometry the rate moved from 34 to 60 percent.  The pro-
portion of black students completing algebra 2 increased from
24 percent to 44 percent; for geometry, the increase was from
29 to 58 percent.  The geometry completion rate of Hispanics
increased from 26 to 69 percent and in algebra 2  from 20 to 50
percent.  In 1994, about one-quarter of Asian/Pacific Islander
students completed calculus compared with about 10 percent
of whites, 6 percent of Hispanics, and 4 percent each of black
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1984 1986 1988 19921984 1988 19921986

1984 1986 1988 19921984 1986 1988 1992

Figure 5-13.
Percentage of high school graduates earning credits in selected mathematics courses, by gender: 1982–94
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SOURCE: National Center for Education Statistics (NCES). 1998. The 1994 High School Transcript Study: Comparative Data on Credits Earned and 
Demographics for 1994, 1990, 1987, and 1982 High School Graduates. Washington, DC: U.S. Department of Education, Office of Educational 
Research and Improvement.

See appendix table 5-22.
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and American Indian/Alaskan Native students.  In 1994, the
familiar pattern of course completions held.  In 1994, as in
1982, more white and Asian/Pacific Islander students completed
advanced mathematics courses.  (See figure 5-15.)

Research is mixed as to whether the positive effects of
stronger requirements were counterbalanced by negative ef-
fects.  For example, minority and at-risk students failed more
courses than before mandates were put into practice (NECTL
1994).   Opinions differ on the quality of the added courses,
especially those taken by low achieving students.  There was
particular concern about the quality of new courses designed
for low achievers, who, under the traditional pipeline, would
have taken general or basic mathematics.  Some research sug-
gests that most of the new courses mandated by increased
graduation requirements were remedial, low level, or basic
rather than advanced (Porter, Smithson, and Osthoff 1994).

Other recent studies have come to a different conclusion.
Studying 18 high schools in 12 districts in 6 states, Porter,

Smithson, and Osthoff (1994) found no evidence that the
newer courses were diluted.  Gamoran’s (1996) research rep-
licated this finding and also reported that bridging courses
achieved some success.  Bridging courses helped ease the
transition of lower achieving students to college-preparatory
courses.  The question has great relevance to education policy
as schools in Boston require all ninth grade students to take
algebra, and schools in New York City require all students to
take academic mathematics and science courses during their
first two years of high school.  Gamoran’s research also showed
that students who took bridging courses were not as academi-
cally successful as students taking college-preparatory math-
ematics; however, their success was greater than that of
students who had taken general mathematics courses
(Gamoran 1996).

On balance it appears too early to draw general conclu-
sions about the quality of these new courses.  The studies
cited here—both confirming and disconfirming that the
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courses were diluted—were conducted in only a handful of
states and school districts, and in a handful of courses.  More-
over, the earlier studies appear to have been conducted not
long after the mandates were enforced.  Thus, there may have
been little opportunity for revisions and improvement.

Curriculum and Instruction
Challenging instruction is at the core of new educational

standards.  Both the science and mathematics standards
present compelling visions of instruction, although neither
provides an exact blueprint.  Measuring the extent to which
this vision is becoming a reality is difficult because available
methodologies cannot measure quality directly.  Instead, edu-
cational researchers have relied most often on indicators of
the amount of time students spend studying a subject
(classwork and homework) and the content of lessons, as well
as the use of instructional resources such as textbooks and
technology.  Lacking, until quite recently, were indicators that
better reflect instruction as a process.

Instructional Time

The question of whether U.S. students spend enough time
in school or receiving instruction has persisted for many years
and research results on this issue are mixed. Research by

Stigler and Stevenson (1991) showed that U.S. students spend
fewer hours in school than Japanese students and that U.S.
schools allocate less time to core instruction than do other
industrialized nations.  For example, core academic time in
U.S. schools was estimated at 1,460 hours during the four
years of high school compared to 3,170 hours in Japan.  The
National Educational Commission on Time and Learning re-
ported in 1994 that, at the time of the Commission’s study,
only 10 states specified the number of hours to be spent in
academic subjects at various grades.  Only 8 others provided
recommendations regarding academic time.  Based on these
and other findings, the Commission concluded that “[T]ime
is the missing element in the debate about the need for higher
academic standards....  We have been asking the impossible
of our students—that they learn as much as their foreign peers
while spending only half as much time in core academic stud-
ies” (NECTL 1994).

TIMSS data suggested that this may not have been true of
mathematics and science in 1995.  Students in the United
States receive at least as much classroom time in mathemat-
ics and science instruction as students in other nations—close
to 140 hours per year in mathematics and 140 hours per year
in science.  Students in Germany, Japan, and the United States
spent about the same time on a typical homework assignment,
but U.S. students were assigned homework more often, thus
increasing total time spent studying in the two subjects (Beaton

Text table 5-6.
Percentage of high school graduates earning credits in mathematics courses, by gender
and race/ethnicity: 1982 and 1994

Year of graduation General
and characteristic Math Algebra 2 Geometry Calculus

1982
All ..................................................... 30 36 46 5
Male ................................................. 32 36 45 5
Female ............................................. 27 35 46 4
White ................................................ 25 40 51 5
Asian/Pacific Islander ...................... 17 56 65 13
Black ................................................ 47 24 29 1
Hispanic ........................................... 43 20 26 2
American Indian/Alaskan Native ...... 41 19 34 4

1994
All ..................................................... 16 58 70 9
Male ................................................. 18 54 68 10
Female ............................................. 14 61 72 9
White ................................................ 15 62 72 10
Asian/Pacific Islander ...................... 18 66 76 24
Black ................................................ 27 44 58 4
Hispanic ........................................... 16 50 69 6
American Indian/Alaskan Native ...... 19 42 60 4

SOURCE: National Center for Education Statistics (NCES). 1998. The 1994 High School Transcript Study: Comparative Data on Credits Earned and
Demographics for 1994, 1990, 1987, and 1982 High School Graduates. Washington, DC: U.S. Department of Education, Office of Educational Research
and Improvement.

See appendix tables 5-22 and 5-24.
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et al. 1996b; NCES 1996a, 1997b, and 1997c). (See figure
5-16.)  Certain caveats are necessary in interpreting results
on instructional time.  First, in other nations—particularly
Japan—students participate in extracurricular mathematics
and science activities in after school clubs.  Second, disrup-
tions for announcements, special events, and discipline prob-
lems in U.S. classrooms considerably reduce the amount of
allocated time actually spent on instructional activities (Stigler
et al. 1999).

Content: Curriculum and Textbooks

Analyses conducted in conjunction with TIMSS (Schmidt,
McKnight, and Raizen 1997) documented that curriculum
guides in the United States include more topics than is the
international norm.  Most other countries focus on a limited
number of topics, and each topic is generally completed be-
fore a new one is introduced.  U.S. curricula, by contrast,
follow a “spiral” approach: topics are introduced in an el-

emental form in the early grades, then elaborated and extended
in subsequent grades.  One result of this is that U.S. curricula
are quite repetitive—the same topic appears and reappears at
several different grades.  Another result is that topics are not
presented in any great depth, giving U.S. curricula the ap-
pearance of being unfocused and shallow in appearance.

The Schmidt et al. (1997) study also suggested that U.S.
curricula make fewer intellectual demands on students, de-
laying until later grades topics that are covered much earlier
in other countries.  U.S. mathematics curricula also were
judged to be less advanced, less challenging, and out of step
with curricula in other countries.  The middle-school cur-
riculum in most TIMSS countries, for example, covers top-
ics in algebra, geometry, physics, and chemistry.  Meanwhile,
the grade 8 curriculum in U.S. schools is closer to what is
taught in grade 7 in other countries and includes a fair
amount of arithmetic.  Science curricula, by comparison,
are closer to international norms in content and in the se-
quence of topics.

1984 1986 1988 1992

1984 1986 1988 19921984 1986 1988 1992

1984 1986 1988 1992

Figure 5-14.
Percentage of high school graduates earning credits in selected science courses, by race/ethnicity: 1982–94
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SOURCE: National Center for Education Statistics (NCES). 1998. The 1994 High School Transcript Study: Comparative Data on Credits Earned and 
Demographics for 1994, 1990, 1987, and 1982 High School Graduates. Washington, DC: U.S. Department of Education, Office of Educational Research 
and Improvement.

See appendix table 5-23.
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Textbooks reflect the same limitations as documented by
curriculum analyses: too many topics with too little coverage
and too little development of topics.  (See figure 5-17.) Com-
pared to textbooks used in other countries, science and math-
ematics textbooks in the United States convey less challenging
expectations and are repetitive while providing little new in-
formation in most grades, a finding reported in earlier re-
search by Flanders (1987) and by Eyelon and Linn (1988).
Publishers have made some attempts to reflect the topics and
demands conveyed by the educational standards; however, the
TIMSS curriculum analyses suggest that when new “stan-
dards-referenced” topics are added, much of the old material
is retained (Schmidt, McKnight, and Raizen 1997).

Recent studies by AAAS (1999a,b) reinforced the find-
ings of  TIMSS and other studies about the limitations of math-
ematics and science textbooks.  AAAS conducted a conceptual
analysis of content, based on 24 instructional criteria divided
into the following seven categories:

� Identifying/providing a sense of purpose;

� Building on/taking into account student ideas;

� Engaging students in mathematics/engaging students with
relevant phenomena;

� Developing mathematical ideas/developing and using sci-
entific ideas;

� Promoting student thinking about mathematics/about phe-
nomena, experience, and knowledge;

� Assessing student progress; and

� Enhancing the mathematics/science learning environment.

The “AAAS Project” presents the 24 criteria used in evalu-
ating middle school science textbooks.  Middle school math-
ematics textbooks were evaluated using parallel criteria.  (See
sidebar, “AAAS Project.”)

1984 1986 1988 19921984 1986 1988 1992

1984 1986 1988 19921984 1986 1988 1992

Percent Percent

Figure 5-15.
Percentage of high school graduates earning credits in mathematics courses, by race/ethnicity: 1982–94
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SOURCE: National Center for Education Statistics (NCES). 1998. The 1994 High School Transcript Study: Comparative Data on Credits Earned and 
Demographics for 1994, 1990, 1987, and 1982 High School Graduates. Washington, DC: U.S. Department of Education, Office of Educational Research 
and Improvement.

See appendix table 5-24.
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The study examined 9 middle-grade science texts and 13
mathematics texts.  The samples included the most widely
used texts in both subjects.  Each text was evaluated by two
independent teams of middle-school teachers, curriculum
specialists, and science/mathematics education professors.
With funding from NSF, AAAS developed and tested the
evaluation procedure over a three-year period in collabora-
tion with over 100 scientists, mathematicians, educators, and
curriculum developers.  On a 0-to-3-point scale (where 3 rep-
resents “satisfactory”), all 9 science textbooks scored below
1.5.  Six mathematics texts scored below 1.5, while only half
that number scored above 2.5 points (AAAS 1999a,b).

Instructional Practice
Most information about instructional practice has come

from surveys in which teachers were asked about their use of
specific aspects of their teaching.  In a recent survey, 82 per-
cent of full-time U.S. mathematics teachers and 74 percent of
full-time science teachers gave themselves good grades on
using practices consistent with educational standards in their
fields (NCES 1999a).  But classroom observational studies,
which have added depth and dimension to depictions of prac-
tice, often painted quite a different picture.  These studies
demonstrated that it is relatively easy for teachers to adopt
the surface characteristics of standards-based teaching but
much harder to implement the core features in everyday class-
room practice (Cohen 1991, Spillane and Zeuli 1999, and
Stigler et al. 1999).

The TIMSS video study of grade 8 mathematics instruc-
tion is a case in point.  Lessons in U.S., German, and Japa-
nese classrooms were fully documented, including
descriptions of the teacher’s actions, the students’ actions, the
amount of time spent in each activity, the content presented,
and the intellectual level of the tasks students were given in
the lesson (Stigler et al. 1999).  These findings identified four
key points:

� The content of U.S. mathematics classes requires less high-
level thought than classes in Germany and Japan;

� U.S. mathematics teachers’ typical goal is to teach students
how to do something, while Japanese teachers’ goal is to
help them understand mathematical concepts;

� Japanese classes share many features called for by U.S.
mathematics reforms while U.S. classes are less likely to
exhibit these features; and

� Although most U.S. mathematics teachers report familiar-
ity with reform recommendations, relatively few apply the
key points in their classrooms.

Ratings of instructional quality of mathematics instruc-
tion in eighth grade classrooms provided by mathematicians
indicated approximately 30 percent of lessons in Japanese
classrooms as “high quality” and 13 percent as “low quality.”
In German classrooms, 23 percent of lessons received high
ratings and 40 percent low ratings.  In comparison, approxi-
mately 87 percent of U.S. lessons were considered low qual-

Science & Engineering Indicators – 2000

Hours of class instruction Percentage of teachers assigning mathematics homework 
3 to 5 times per week

Average hours per year

Figure 5-16.
Selected characteristics of grade 8 mathematics and science instruction in Germany, Japan, and the 
United States:  1994–95

NOTE:  Data are from the Third International Mathematics and Science Study.

SOURCE: National Center for Education Statistics (NCES). 1996. Pursuing Excellence: A Study of U.S. Eighth Grade Mathematics and Science Teaching, 
Learning, Curriculum, and Achievement in International Context.  NCES 97-198.  Washington, DC: U.S. Department of Education, Office of Educational 
Research and Improvement.
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ity and none was considered high quality.  (See figure 5-17.)
However, due to the small scale of the study, these results are
suggestive rather than definitive. The studies are now being
replicated on a larger scale in both mathematics and science.

Technology
Throughout the United States, school districts have dra-

matically increased the access of students and teachers to new
forms of technology such as hand-held calculators, desktop
computers, and the Internet.  Hand-held calculators are owned
by almost every student in the United States and are fully

integrated into the teaching of mathematics in many U.S.
schools.  Since 1985, many calculator models have featured
built-in graphing software for enhancing teaching and learn-
ing by allowing mathematics students to visualize mathemati-
cal functions.

The National Council of Teachers of Mathematics (NCTM)
Curriculum and Evaluation Standards (NCTM 1989) urges
the use of calculators to reduce the time spent on paper and
pencil methods of calculating so that students can have more
time to work problems that foster development of conceptual
power.  The NCTM suggests that by using this approach, stu-

Science & Engineering Indicators – 2000

Number of textbook topics—mathematics   Number of textbook topics—science   

Percentage of new mathematics topics developed   Quality of the mathematical content of grade 8 lessons   

Number of topics Number of topics

Percent of lessonsPercent

Figure 5-17.
Selected characteristics of grade 4, 8, and 12 mathematics and science instruction in Germany, Japan, 
and the United States:  1994–95

*Grade 4 and grade 12 data for Germany not available for this comparison.   

NOTE:  Data are from the Third International Mathematics and Science Study.  Eighth grade algebra texts are not included.   

SOURCES: Stigler, J.W., P. Gonzales, T. Kanaka, S. Knoll, and A. Serrano. 1999. The TIMSS Videotape Classroom Study: Methods and Findings from an 
Exploratory Research Project on Eighth-Grade Mathematics Instruction in Germany, Japan, and the United States.  NCES 1999-074.  Washington, DC: 
U.S. Department of Education, Office of Educational Research and Improvement; Schmidt, W.H., C.C. McKnight, and S.A. Raizen. 1997. 
A Splintered Vision: An Investigation of U.S. Science and Mathematics Education.  Boston, MA: Kluwer Academic Publishers.
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84 percent between 1992 and 1996 (Hawkins, Stancavage,
and Dossey 1998).

Classroom use of calculators is less common among U.S.
elementary school students than it is among middle school
students in most countries.  Although U.S. teachers are more
likely than teachers in most other countries to use calculators
in the lower grades, about 30 percent still report that they
never use calculators. (See text table 5-7.)  On the other hand,
about the same percentage of these teachers report using cal-
culators to solve complex problems in fourth grade class-
rooms, about the same proportion of teachers as in Canada
and England.

By grade 8, classrooms in nearly all countries use calcula-
tors for mathematics instruction.  The extent of calculator use
is comparable in most countries, except in South Korea and
Ireland, where calculators are seldom used in middle school
classrooms.  A large percentage of U.S. teachers (about three-
fourths) report that they use calculators to help students solve
complex problems.

Computers also are becoming ubiquitous in U.S. schools.
In the 1997/98 school year, 71 percent of teachers in grades
4 to 12 had students use computers during class time at some
point during the school year.  (See appendix table 5-26.)
Teachers of secondary academic subjects are less likely to
have their students use computers than are elementary teach-
ers of self-contained classes or teachers of business and vo-
cational subjects.  Overall, about one-half of mathematics
teachers (49 percent) reported some use of computers by
students during at least one of the classes they taught that
year, compared to 75 percent of English teachers.  Although
computers were introduced to classrooms almost two de-
cades ago, computers are a form of technology that still may
be unfamiliar to many teachers.  The results of a 1998 sur-
vey reported that only one teacher in five felt “very well
prepared” to integrate education technology in the subject
they taught (NCES 1999b).

In addition to issues of professional development related
to computer use, equity issues also have been a concern.  A
study by the Educational Testing Service (ETS) examined the
relationship of achievement on the 1996 NAEP mathematics
assessment to computer access, frequency of use, and level
of teachers’ professional development in technology (ETS
1999).  Students who scored the highest among eighth grad-
ers were more likely to use computers at home, more likely to
have teachers with recent professional development in tech-
nology, and more likely to have teachers who used computers
to teach higher order thinking skills.  In general, the study
concluded that the use of computers can be positively associ-
ated with student achievement when it is used in productive
ways such as increasing use of higher order concepts and when
teachers are informed of their use (ETS 1999).

Studies have also found that socioeconomic variables in-
fluence computer access (Becker 1997 and ETS 1999).  There
were few differences in computer use at school among fourth
or eighth graders, except that black children in the fourth
grade used the computer somewhat more often.  Black, poor,

AAAS Project

Evaluating the Quality of Middle Grade Science Textbooks

Category I.  Providing a Sense of Purpose
Conveying unit purpose
Conveying lesson purpose
Justifying activity sequence

Category II.  Taking Account of Student Ideas
Attending to prerequisite knowledge and skills
Alerting teacher to commonly held student ideas
Assisting teacher in identifying own students’ ideas
Addressing commonly held ideas

Category III.  Engaging Students with Relevant
     Phenomena

Providing variety of phenomena
Providing vivid experiences

Category IV.  Developing and Using Scientific Ideas
Introducing terms meaningfully
Representing ideas effectively
Demonstrating use of knowledge
Providing practice

Category V.  Promoting Student Thinking about
     Phenomena, Experiences, and Knowledge

Encouraging students to examine their ideas
Guiding student interpretation and reasoning
Encouraging student to think about what they’ve learned

Category VI.  Assessing Progress
Aligning assessment to goals
Testing for understanding
Using assessment to inform instruction

Category VII.  Enhancing the Science Learning
     Environment

Providing teacher content support
Encouraging curiosity and questioning
Supporting all students

SOURCE: American Association for the Advancement of Science
(AAAS). 1999a. Project 2061. “Heavy Books Light on Learning: Not One
Middle Grades Science Text Rated Satisfactory.” Available from <<http:/
/www.project2061.org/newsinfo/press/rlo92899.htm>>.

dents develop a stronger basis for understanding how to ap-
proach complex problems.  Meanwhile, educators who do not
share this view have expressed concern that young children
in classrooms where calculators are heavily used may not
develop proficiency with the basic arithmetic operations.

Both the NAEP and the TIMSS surveys included ques-
tions for teachers and students on their level of calculator
use in schools.  The TIMSS surveys show that 99 percent of
eighth grade students and 95 percent of fourth grade stu-
dents in the United States own calculators.  The range was
from 76 percent in Norway to 95 percent in the United States
and the Czech Republic. (See text table 5-7.)  In the United
States, many schools provide calculators for use by students
who do not own them.  School-owned calculators used in
fourth grade U.S. classrooms increased from 59 percent to
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urban, and rural students in eighth grade were less likely to
have access to a computer at home, less likely to have teach-
ers who use computers for learning higher order skills, and
less likely to have mathematics teachers who had participated
in professional development related to technology in the five
prior years (ETS 1999).

Until recently, “technology in schools” meant computers.
Presently the newest technology being explored in schools is
the Internet.  By 1998, about 90 percent of all schools re-
ported they had access to the Internet, an increase of about 15
percentage points each year since 1994, when 35 percent of
schools reported Internet connectivity.  (See figure 5-17.)
However, for some of these schools only one computer was
linked to a single phone line.  It is remarkable, therefore, that
about half of classrooms had access to the Internet in 1998
(NCES 1998d, Becker 1999a,b).  (See also chapter 9, “Sig-
nificance of Information Technologies.”)

Another recent study showed that teachers with several
computers in the classroom are much more likely to perceive
the value of the Internet and to use the Internet for student
research projects (Becker 1999a).  However, results also
showed that mathematics teachers are the least likely of all
teachers to perceive Internet use as having value for class-
room instruction.  Only about 12 percent of mathematics
teachers used the Internet themselves compared with 20 per-
cent of other teachers (Becker 1999a,b).  Even as access to
computers and other forms of technology in the classroom

has increased rapidly, newspaper reports suggest that many
teachers (75 percent of those responding to an Education Week
survey) believe that there were still not enough Internet-con-
nected computers in the classroom to make good use of them
for instruction (Education Week 1999).

Figure 5-18 suggests that although there has been rapid
growth in Internet access and use in all types of schools, there
also are equity issues to be resolved.  In Fall 1998, about 90
percent of schools at the lowest poverty levels had Internet
access, compared to 80 percent at the highest poverty levels
(based on the percentage of students receiving reduced-price
lunches).  Although the percentage of classrooms with Internet
connections also increased greatly in one year for all catego-
ries of schools, inequities were apparent at this level as well.
In Fall 1998, 40 percent of classrooms in high poverty schools
had Internet access, compared to 62 percent of classrooms in
low poverty schools.  Unequal access to the Internet in schools
has led many educators and policymakers to be concerned
about developing a “digital divide” that separates poor and
minority children from more affluent and white children.

In summary, at the beginning of a new century, classrooms
are clearly undergoing a transformation.  The rapid changes
make descriptions of a “typical” classroom based on survey
results a few years old already out of date.  More detailed
discussion of the growth of information technologies in
schools and a review of their effectiveness in education are
included in the chapter on information technology.

Text table 5-7.
Mean students mathematics scores and percent of students and teachers reporting hand-held calculator use in
4th and 8th grade, by country: 1995

Percent having Never use Use to solve Use to solve
calculators calculator in Never use complex Use every complex

Country 4th grade 8th grade in home math class in class problems Never use day problems

Singapore ......... 625 643 93 96 97 1 1 82 82
Korea ................ 611 607 87 93 86 3 76 1 4
Netherlands ...... 577 541 93 90 85 2 0 81 67
Czech Republic 567 564 95 63 54 8 3 74 80
Austria .............. 559 539 91 96 98 0 2 87 70
Ireland .............. 550 527 86 91 88 3 68 11 7
United States ... 545 500 95 34 29 26 8 62 76
Hungary ........... 548 537 88 90 78 5 29 60 53
Canada ............. 532 527 87 51 37 23 5 80 86
England ............ 513 506 93 15 8 28 0 83 73
Norway ............. 502 503 76 89 93 1 2 82 72
New Zealand .... 499 508 90 18 5 50 7 66 70

SOURCES: Mullis I., M. Martin, A. Beaton, E. Gonzalez, D. Kelly, and T. Smith. 1997.  Mathematics Achievement in the Primary School Years: IEA’ s Third
International Mathematics and Science Study (TIMSS).  Chestnut Hill, MA: Boston College, TIMSS International Study Center; Beaton, A., M. Martin, I.
Mullis, E. Gonzalez, T. Smith, and D. Kelly. 1996a. Mathematics Achievement in the Middle School Years: IEA’ s Third International Mathematics and
Science Study (TIMSS). Chestnut Hill, MA: Boston College, TIMSS International Study Center.
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Schools Instructional rooms

Percent minority by enrollment Percent minority by enrollment

Percent students eligible for free or reduced-price lunch Percent students eligible for free or reduced-price lunch

Figure 5-18.
Percentage of public schools and percentage of instructional rooms having access to the Internet, 
by school characteristics: 1994, 1997, and 1998

SOURCES: National Center for Education Statistics (NCES). 1995. Advanced Telecommunications in U.S. Public Schools, K-12. NCES 95-731; 1996. 
Advanced Telecommunications in U.S. Public Elementary and Secondary Schools, 1995. NCES 96-854; 1997. Advanced Telecommunications in U.S. 
Public Elementary and Secondary Schools, Fall 1996. NCES 97-944; 1998. Internet Access in Public Schools. NCES 98-031. Washington, DC: U.S. 
Department of Education, Office of Educational Research and Improvement; and data from the Fast Response Survey System, “Survey on Internet 
Access in U.S. Public Schools, Fall 1998,” FRSS 69, 1998.

See appendix table 5-25.
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Text table 5-8.
Classroom teachers in public elementary and
secondary schools: 1985–2009
(Thousands)

Year K–12 Elementary Secondary

1985 ........................ 2,206 1,237 969
1990 ........................ 2,398 1,429 969
1995 ........................ 2,598 1,525 1,073
1999a ....................................... 2,700 1,580 1,120
2000a ....................... 2,712 1,583 1,129
2005a ....................... 2,765 1,581 1,184
2008a ....................... 2,768 1,578 1,190
2009a ....................... 2,766 1,578 1,188

aProjected.

SOURCE: National Center for Education Statistics (NCES). 1999.
Projections of Education Statistics to 2009. NCES 1999-038.
Washington, DC: U.S. Department of Education, Office of Educa-
tional Research and Improvement.
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Teachers and Teaching
Currently, there are approximately 2.7 million teachers in

U.S. public schools: 1.6 million in primary schools and 1.1
million in secondary schools. (See text table 5-8.)  By the
year 2009, the number of public elementary and secondary
teachers is projected to increase by 2.4 percent. (See text table
5-9.)  One question facing the education community is whether
supply will be sufficient to meet demands in the next ten years.
The U.S. Department of Education projects that 2 million
teachers will need to be hired in the next 10 years (NCES
1999f).  Some analysts maintain that teacher preparation pro-
grams will not graduate enough teacher candidates to meet
this demand.  Others disagree and point out that the critical
question is not whether there will be enough teachers to sat-
isfy demand, but enough to assure that every child and every
classroom has a competent teacher (Darling-Hammond 1996).

Another aspect of the supply and demand problem for the
teaching profession is related to societal changes that have
taken place in recent years.  As noted earlier, the school popu-
lation has increased in diversity.  From this perspective, the
composition of the current teaching force has not kept pace.
In 1976, nearly 88 percent of public school teachers were
white; in 1996, the estimate was 91 percent (NCES 1997a).
Consistent with these numbers, a 1996 survey of state de-
partments of education reported that few students have the
opportunity to study science and mathematics with minority
teachers: only 14 percent of students taking mathematics and
biology, 10 percent taking chemistry, and 7 percent taking
physics (Blank and Langeson 1997).

The gender balance in the teaching force has been a mat-
ter of interest for some time as well because of the lower rep-
resentation of women in some areas of science noted earlier
in this chapter (NSF 1997a,b).  There has been some change

in the last two decades, but not always in the desired direc-
tion.  From 1976 to 1996, the percentage of male teachers
increased from 33 percent to 42 percent.  In 1985, two-thirds
of mathematics and science teachers were male.  More recent
surveys suggest that the balance is shifting toward equality in
the numbers, except in physics, where currently 72 percent
of teachers are male (NCES 1998b).

Teacher Qualifications

As new standards for mathematics and science education
create higher expectations for student achievement, more is
expected of teachers as well.  These higher expectations raise
the question of what high quality teaching entails.  In the ab-
sence of completely satisfactory measures of quality, indica-
tors of teacher preparation and qualifications have been used
as proxies.  Studies show that teacher qualifications make a
real difference to achievement.

Results from the 1996 NAEP survey of teachers showed
that students with higher mathematics scores were more likely
to have teachers who were certified, had more than five years
of teaching experience, and, in the case of eighth grade stu-
dents, had majored in mathematics rather than in any field of
education (Hawkins, Stancavage, and Dossey 1998).  In sci-
ence, the results were similar.  Students with better achieve-
ment had teachers who had college majors in science, were
certified in science (eighth grade only), and had more years
of teaching experience (O’Sullivan, Weiss, and Askew 1998).
Earlier studies also reported a positive relationship between
achievement and teacher qualifications (Chaney 1995).

Other studies have confirmed the strength of the relation-
ship between achievement and teacher characteristics.  One
of those studies demonstrated that, with socioeconomic sta-
tus controlled, performance differences between white and
black students could be explained largely by differences in
their teachers’ qualifications (Ferguson 1991).  Analyses of
other data further suggest that better achievement results are
obtained when resources are spent to improve the quality of
teaching than when the same resources are applied to options
such as reducing class size or raising teachers’ salaries
(Ferguson 1991; Greenwald, Hedges, and Laine 1996).

Degrees Earned
TIMSS survey data indicated that mathematics and sci-

ence teachers in U.S. schools completed more years of col-
lege than their counterparts in most other countries (NCES
1996a, 1997b).  A 1998 survey of full-time teachers showed
that, in fact, almost all had undergraduate degrees and many
had master’s or other advanced degrees as well.  Overall, ap-
proximately 55 percent of high school teachers, 46 percent of
middle school teachers, and 40 percent of elementary school
teachers held master’s degrees (NCES 1998b).  Among sec-
ondary mathematics and science teachers, approximately 45
percent had advanced degrees, as was true for teachers of
other core subjects including English and social studies (NCES
1998b).
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Undergraduate Major
The importance of teachers’ academic preparation in un-

dergraduate years has increased as educational standards are
more widely adopted.  To help students meet high standards,
teachers must have a thorough knowledge of their subject
matter and a solid understanding of concepts in their fields.
Until recently, most states did not require teachers to have
academic majors in the fields in which they most often taught.

A 1996 NAEP survey found that the majority of math-
ematics and science teachers do not have academic degrees
in their fields. The data showed that 83 percent of fourth grade
students and 32 percent of eighth grade students had math-
ematics teachers who had college majors in education.  Nine
percent of fourth graders and 49 percent of eighth graders
have teachers who majored in mathematics.  Four and 13 per-
cent of these students, respectively, had teachers with a major
in mathematics education.  NAEP survey data showed that
74 percent of fourth grade students and 20 percent of eighth
grade students had science teachers who majored in educa-
tion (excluding science education).  Five percent of fourth
grade students and 45 percent of eighth grade students had
science teachers who majored in science.  Five and 11 per-
cent of these students, respectively, had teachers who majored
in science education.

Examining data from another perspective, 1996 NAEP sur-
vey findings indicated that only 9 percent of fourth grade

students had  teachers who majored in mathematics and an
additional 4 percent had teachers who majored in mathemat-
ics education.  Approximately 49 percent of eighth grade stu-
dents were taught by teachers with degrees in science and 13
percent by teachers with degrees in science education (NCES
1998c).

Experience

Teaching experience is another widely used quality indi-
cator.  The 1998 NCES teacher survey showed that the ma-
jority of full-time teachers had 10 or more years of experience
in their profession (NCES 1999b).  Results of the 1996 NAEP
survey showed that one-half of the students taking mathemat-
ics and science in grades four and eight had teachers who had
been in the profession 11 years or longer.  An important con-
cern raised by the National Commission on Teaching and
America’s Future is that teachers with the least experience
often are placed in central city schools, where the need for
experienced teachers may be greatest (NCTAF 1996).

Certification
Certification is also a factor in determining a teacher’s

qualifications to teach in a particular field.  The 1996 NAEP
surveys reported that approximately 32 percent of fourth grade
and 81 percent of eighth grade students study mathematics

Text table 5-9.
Percentage of public secondary school (grades 7–12) teachers in each field without a major or a minor in
that field and students taught by those teachers

Life Physical Social
English Math Science sciences sciences studies History

Teachers
Total ....................................... 24.1 31.4 19.9 32.9 56.9 19.3 53.1
  School poverty level .............
    Low poverty ....................... 20.1 26.8 17.5 29.2 51.3 15.8 46.4
    High poverty ....................... 25.7 42.8 27.8 40.1 65.1 25.1 60.0
  School size ...........................
    Small .................................. 30.4 41.2 25.5 38.1 64.5 25.5 62.8
    Large .................................. 22.4 27.5 17.6 30.1 53.7 17.2 48.1

Students taught by teachers
Total ....................................... 20.8 26.6 16.5 38.5 56.2 13.4 53.9
  Track of class .......................
    Low track ........................... 24.7 33.5 20.4 42.3 66.8 14.3 55.1
    Medium track ..................... 11.8 15.7 9.2 31.4 42.8 8.9 44.9
    High track ........................... 11.2 20.4 7.2 20.7 43.0 11.2 51.1
  Grade level of class .............

7th grade ............................ 32.2 48.8 31.8 60.4 73.8 23.9 56.3
8th grade ............................ 32.9 37.1 23.8 32.9 75.7 19.7 60.5
9th grade ............................ 15.7 18.1 10.7 27.9 61.7 8.7 48.7
10th grade .......................... 11.1 16.8 8.9 29.3 45.7 8.8 51.1
11th grade .......................... 11.2 15.9 6.4 23.5 36.8 6.8 47.0
12th grade .......................... 13.9 24.2 13.1 25.3 41.0 11.3 62.4

SOURCE:  Ingersoll, R. 1999. “The Problem of Underqualified Teachers in American Secondary Schools.”
Educational Researcher 28, No. 2 (March): 26–37. Science & Engineering Indicators – 2000
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Figure 5-19.
Percentage of secondary school (grades 7–12) 
teachers in each field without a major or a minor 
in that field

SOURCE: Ingersoll, R. 1999. “The Problem of Underqualified Teachers 
in American Secondary Schools.” Educational Researcher 28, 
No. 2 (March): 26–37.
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with a teacher certified in mathematics.  Close to 25 percent
of fourth grade students and 75 percent of eighth grade stu-
dents study science with teachers certified in some area of
science or in science education.  Certification and licensing
have been contentious issues in the profession for some time
now.  The National Commission on Teaching and America’s
Future estimated that, in recent years, approximately 50,000
people have entered classrooms with emergency or substan-
dard licenses (NCTAF 1996).

In- and Out-of-Field Teaching Assignments
Often, secondary school teachers are assigned to courses

for which they lack certification or other appropriate prepa-
ration.  “Out-of-field” teaching is the term applied to this
practice.  Estimates of the extent of out-of-field teaching
vary depending on the criteria used.  For example, when the
criterion for teaching is a graduate degree in the subject
taught, the incidence of out-of-field teaching in mathemat-
ics and science is quite high.  When the criterion is certifi-
cation alone, estimates drop to less than 15 percent for both
subjects (NCES 1997a).  Ingersoll, who has done the most
extensive examinations of this phenomenon, defines out-
of-field teaching in terms of undergraduate major and mi-
nor (Ingersoll 1996, 1999).

Using Ingersoll’s definition, out-of-field teaching is most
common in physical science (57 percent) and history (53 per-
cent), followed by life sciences and mathematics (33 percent
and 31 percent, respectively).  (See text table 5-9.) Out-of-
field teaching is more common in small schools and in schools
with larger numbers of low income or minority students.  (See
figure 5-19.) Students in lower secondary grades (7 through
9) and students in lower academic tracks experience more
out-of-field teaching than students in higher grades and higher
ability tracks.  Out-of-field teaching is also more widespread
in some states than in others (Ingersoll 1996).

Out-of-field teaching is a major concern to the profession
because it is a factor contributing to the number of teachers
who are not appropriately prepared for the subjects they teach.
Equity issues also fuel these concerns because poor and mi-
nority children are more often faced with teachers who are
working outside their areas of preparation and expertise
(Ingersoll 1996, NCTAF 1996, and Ingersoll 1997).

These findings are consistent with those of a recent study
on teachers’ perceived preparedness to function in various
areas.  While 71 percent of teachers feel well prepared to main-
tain order and discipline in their classrooms, over 36 percent
feel well prepared to implement state or district curriculum
and performance standards and only 20 percent were prepared
to address the needs of limited English proficiency students
or students from diverse cultural backgrounds (NCES 1999b).

The Teaching Profession in the 21st Century
Teachers, teacher educators, and state departments of edu-

cation have been working for at least two decades to upgrade
the quality of teaching.  Some states and teacher preparation
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programs now require teacher candidates to major in an aca-
demic subject.  Teacher preparation programs are working
with school districts to provide candidates with an additional
one or two years of study, focused primarily on classroom
experience.  Induction programs are being developed to pro-
vide new teachers with mentors and support during their early
years, when the recruits are most likely to leave the profes-
sion.

A new teacher education infrastructure is being developed.
Standards for accrediting teacher preparation programs have
been developed by the National Commission on Accredita-
tion in Teacher Education (NCATE).  Standards for licensing
beginning teachers and guiding professional development have
been formulated by the Interstate New Teachers Assessment
and Support Consortium (INTASC), a collaboration of state-
level staff and professional organizations concerned with
teacher preparation and licensing.  Standards for certifying
accomplished teaching are being developed by the National
Board for Professional Teaching Standards.  As envisioned,
these standards, aligned closely with each other and with stan-
dards for student learning, will form an integrated system
that carries the prospective teacher from entry into a teaching
program, through licensing and certification, through becom-
ing an accomplished teacher, and on to lifelong professional
development (Wise 1989, INTASC 1991, NBPTS 1991,
INTASC 1994, Wise and Leibrand 1996, and Darling-
Hammond and Ball 1997).

In addition to resolving questions about teacher qualifica-
tions, the profession also must resolve equity issues related
to the quality of instruction for students in different circum-
stances.  Poorer schools and schools with more minority stu-
dents are less likely to have qualified teachers when judged
by major, certification status, or years of teaching experience.
Minority students are less likely to have teachers who are
judged as very effective when evaluated using value-added
criteria that reflect student growth in achievement (Educa-
tion Trust 1998).  This fact has important policy consequences.
Students with the greatest need often are placed in the care of
teachers who are least prepared to provide the kind of sup-
port they require (Holmes Group 1986; Oakes, Gamoran, and
Page 1992; Chaney 1995; Ingersoll 1995, 1996, 1997, 1999).

Conclusion
This chapter presented indicators of changes in U.S. el-

ementary and secondary schools in student achievement, cur-
riculum, instructional practices, and the teaching profession.
Observations made about U.S. mathematics and science edu-
cation in 1947 noted that textbooks were thick and included
unnecessary information and that teachers did not have suffi-
cient training in mathematics.  Significant efforts have been
made to reform elementary and secondary schools since 1947
such as those stimulated by Sputnik in 1957, the National
Commission on Excellence in Education 1983, and the Na-
tional Education Goals that grew out of the Governor’s sum-
mit of 1990.  The national policy goals and educational

standards for mathematics and science education set new and
higher expectations for U.S. schools, students, and teachers.
In the 1990s, NSF carried out a program of systemic reform
to seek improved methods of education.  The indicators in
this chapter were chosen to measure how close the Nation
has come to meeting those expectations.

A higher proportion of students graduate from high school
having taken advanced courses in mathematics and science
than did their counterparts three decades ago.  As measured
by the National Assessment of Educational Progress, stu-
dent achievement in mathematics and science has increased
since the mid-1970s, but little change has occurred since
1990.  The achievement of students in most demographic
groups has improved significantly since the late 1970s.
Much of that improvement, however, has been in lower skill
areas.  There have been small increments in the proportion
of students achieving at higher levels of performance, but
not nearly enough to conclude that National Education Goal
3 has been well met.  Many students leave elementary and
middle school without strong foundations in mathematics
and science.  This is a particular concern when regarding
black and Hispanic students who continue to perform far
below their white counterparts.

The performance of females compared with males on tests
of mathematics and science has changed somewhat during
the past two decades.  At elementary school, few signifi-
cant differences in performance levels for either mathemat-
ics or science were observed in 1996, the last year NAEP
was available.  At middle school, no differences are detect-
able for mathematics, but some difference between genders
exists in science.  At high school, the tendency of males to
outperform females is still detectable in mathematics and
clearly evident in science, although the differences have been
narrowing since 1977.

Among the National Education Goals is the assertion that
the mathematics and science achievement of U.S. students
will be first in the world by the year 2000.  Fourth grade stu-
dents come close to meeting this expectation in both sub-
jects, but grade 8 and grade 12 U.S. students perform below
their peers in other countries according to results collected in
1995 for the Third International Mathematics and Science
Study (TIMSS).

An explicit goal of educational standards for mathematics
and science is that all students—without regard to gender,
race, or income—participate fully in challenging coursework
and achieve at high levels.  The disparate performance among
racial/ethnic groups is still observed in NAEP assessments.
Asian/Pacific Islander and white students are better repre-
sented in advanced courses than are black and Hispanic stu-
dents.  Asian/Pacific Islander and white students continue to
outperform black and Hispanic students.  Students of color
and less-affluent students still have less access to high-end
technology and less access to teachers with the proper educa-
tion and certification in the subjects they teach.  Although
differences among ethnic groups continue, there have been
important improvements:  black and Hispanic students are



5-38 � Chapter 5. Elementary and Secondary Education

now taking more advanced courses in high school,  their per-
formance on mathematics and science achievement tests has
improved substantially, and discrepancies among racial/eth-
nic groups have narrowed in some cases in the last two de-
cades.

The role of education technology in U.S. schools has been
changing rapidly. Hand-held calculators are commonly used
in both U.S. homes and classrooms.  About one-fourth of
fourth grade teachers and three-fourths of eighth grade teach-
ers report that they use calculators for solving complex prob-
lems.  By 1998, nearly all schools reported that at least one
computer was linked to the Internet and half of the class-
rooms had access to the Internet.  Computers are less often
used in mathematics classes than in other subjects.  Teachers
who had several computers in their classroom were the most
likely to report that the Internet was of use to them for stu-
dent research projects, but at the same time, only about 20
percent of teachers feel “very well prepared” to integrate tech-
nology into the subjects they teach.
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Financial Resources for Academic R&D

� In 1998, an estimated $26.3 billion (in current dollars)
was spent for research and development (R&D) at U.S.
academic institutions (equivalent to $23.4 billion in
constant 1992 dollars). The Federal Government provided
$15.6 billion, the academic institutions $5.0 billion, state
and local governments $2.1 billion, industry $1.9 billion,
and other sources $1.8 billion.

� Over the past 45 years (between 1953 and 1998), aver-
age annual R&D growth has been stronger for the aca-
demic sector than for any other R&D-performing sec-
tor. During this period, academic R&D rose from 0.07 to
0.31 percent of gross domestic product (GDP), a more than
fourfold increase.

� The academic sector performs just under 50 percent
of  basic research, continuing to be the largest performer
of basic research in the United States. Academic R&D
activities have been highly concentrated at the basic re-
search end of the R&D spectrum since the late 1950s. Of
estimated 1998 academic R&D expenditures, an estimated
69 percent went for basic research, 24 percent for applied
research, and 7 percent for development.

� The Federal Government continues to provide the ma-
jority of funds for academic R&D. It provided an esti-
mated 59 percent of the funding for R&D performed in
academic institutions in 1998, down from its peak of 73
percent in the mid-1960s. Since 1994, non-Federal sup-
port has increased more rapidly than Federal support.

� Three agencies are responsible for over four-fifths of
Federal obligations for academic R&D: the National In-
stitutes of Health (NIH—58 percent), the National Sci-
ence Foundation (NSF—15 percent), and the
Department of Defense (DOD—10 percent). The National
Aeronautics and Space Administration (5 percent), the De-
partment of  Energy (4 percent), and the Department of Ag-
riculture (3 percent) provide an additional 12 percent of
obligations for academic R&D. Federal agencies empha-
size different science and engineering (S&E) fields in their
funding of academic research, with some, such as NIH, con-
centrating their funding in one field and others, such as NSF,
having more diversified funding patterns.

� There has been a sizable increase in the number and
types of universities and colleges receiving Federal R&D
support during the past three decades. Almost the en-
tire increase occurred among other than research and doc-
torate-granting institutions, with 604 of these institutions
receiving Federal R&D support in 1997, compared to 520

in 1990, 461 in 1980, and 341 in 1971. Although the share
of Federal R&D support received by these institutions has
increased over this period from 8 to 13 percent (rising from
$0.4 billion to $1.5 billion in real terms), the research and
doctorate-granting institutions continue to receive close
to 90 percent of these funds.

� After the Federal Government, academic institutions
performing R&D provided the second largest share of
academic R&D support. After declining slightly in the
early 1990s, the institutional share has been increasing
since 1994, reaching an estimated 19 percent in 1998. Some
of these funds directed by the institutions to research ac-
tivities derive originally from Federal and state and local
government sources, but—since the funds are not restricted
to research, and the universities decide how to use them—
they are classified as institutional funds.

� Industrial R&D support to academic institutions has
grown more rapidly (albeit from a small base) than sup-
port from all other sources during the past three de-
cades. Industry’s share was an estimated 7 percent in 1998,
its highest level since 1958. However, industrial support
still accounts for one of the smallest shares of academic
R&D funding.

� Over half of academic R&D expenditures have gone to
the life sciences during the past three decades. In 1997,
the life sciences accounted for 56 percent of total academic
R&D expenditures, 54 percent of Federal academic R&D
expenditures, and 58 percent of non-Federal academic
R&D expenditures.

� The distribution of Federal and non-Federal funding
of academic R&D varies by field. In 1997, the Federal
Government supported close to 80 percent of academic
R&D expenditures in both physics and atmospheric sci-
ences, but only about 30 percent in political science and
the agricultural sciences.

� Total academic science and engineering research space
increased by almost 28 percent between 1988 and 1998,
up from about 112 million to 143 million net assign-
able square feet. When completed, construction projects
initiated between 1986 and 1997 are expected to produce
over 63 million square feet of new research space, equiva-
lent to about 45 percent of 1998 research space.

� R&D equipment intensity—the percentage of total an-
nual R&D expenditures from current funds devoted to
research equipment—has declined dramatically dur-
ing the past decade. After reaching a high of 7 percent in
1986, it declined to 5 percent in 1997.
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The Academic Doctoral Science and
Engineering Workforce

� Employment of doctoral scientists and engineers in
academia reached a record 232,500 in 1997. Those with
full-time faculty appointments were also at an all-time
high of 178,400. But faster growth outside the faculty ranks
pushed the full-time faculty share of academic S&E em-
ployment to a low of 77 percent.

� Doctoral employment at major research universities
was stable over the decade; robust growth at other uni-
versities and colleges accelerated after 1995.

� Women accounted for the bulk of net growth in doc-
toral academic employment. In 1997, 59,200 women rep-
resented one-quarter of employment and 22 percent of
those in full-time faculty positions.

� Doctoral academic minority employment reached
39,100 in 1997, with long-term increases generally in
line with rising numbers of Ph.D. degrees earned. Ameri-
can Indian, Alaskan Native, black, and Hispanic S&E doc-
torates comprised 6 percent of total employment and of
faculty; Asians and Pacific Islanders were 11 percent of
total employment.

� The average age of the doctoral academic science and
engineering faculty continues to rise. Those 55 years or
older constituted 13 percent of the total in 1973, 26 per-
cent in 1997.

� About 29,000 doctorates in the 1994–96 Ph.D. cohorts
held academic positions in 1997. Forty-one percent each
were in full-time faculty and postdoctoral positions. In
the early 1970s, 76 percent held faculty appointments,
while 13 percent held postdoctorates.

� Fewer than one-third of new science and engineering
Ph.D.s hired by the research universities obtained full-
time faculty appointments—less than half the percent-
age of the early 1970s. In the other institutions, about 60
percent were hired into faculty positions.

� The tenure-track fraction among young Ph.D.s with fac-
ulty appointments—about 75 percent—has remained
roughly stable since the early 1970s.

� The physical sciences’ shares of doctoral academic em-
ployment and full-time faculty have declined; the life
sciences’ shares have increased. The bulk of the life sci-
ences’ growth took place in the nonfaculty segment, espe-
cially among postdoctorates.

� The academic doctoral S&E research workforce—de-
fined as those with research or development as their
primary or secondary work responsibility—numbered
an estimated 164,700 in 1997. This represented a very
robust 7 percent growth over 1995.

� In 1997, 39 percent of the doctoral scientists and engi-
neers in academia reported receiving support from the
Federal Government. This percentage has been stable in
the 1990s.

� The balance among S&E Ph.D.s reporting teaching or
research as their primary activity has shifted toward
research, for faculty and nonfaculty alike. But among
recent Ph.D.s in faculty positions, trends in primary
activity have reversed direction since the late 1980s:
Teaching rose from 56 percent to 68 percent; research de-
clined from 38 percent to 23 percent.

Financial Support for
S&E Graduate Education

� In 1997, enrollment of full-time S&E graduate students
registered a decline for the third consecutive year. This
period of decline followed steady increases in the enrollment
of full-time S&E graduate students in every year since 1978.

� The proportion of full-time graduate students in science
and engineering with a research assistantship as their
primary mechanism of support increased between 1980
and 1997. Research assistantships were the primary sup-
port mechanism for 67 percent of the students whose pri-
mary source of support was from the Federal Government
in 1997, compared to 55 percent in 1980. For students whose
primary source was non-Federal, research assistantships rose
from 20 percent to 29 percent of the total during this period.
These shifts occurred primarily in the 1980s, and the rela-
tive usage of different types of primary support mechanisms
has been fairly stable during the 1990s.

� The Federal Government plays a larger role as the pri-
mary source of support for some support mechanisms
than for others. A majority of traineeships in both private
and public institutions (54 percent and 73 percent, respec-
tively) are financed primarily by the Federal Government,
as are 60 percent of the research assistantships in private
and 46 percent in public institutions.

� The National Institutes of Health and National Science
Foundation are the two Federal agencies that have been
the primary source of support for full-time S&E gradu-
ate students relying on research assistantships as their
primary support mechanism. Each of these agencies
supports about one-quarter of Federal graduate research
assistantships. The Department of Defense supports about
15 percent.

� Research assistantships are more frequently identified
as a primary mechanism of support in the physical sci-
ences, the environmental sciences, and engineering than
in other disciplines. Research assistantships comprise
more than 50 percent of the primary support mechanisms
for graduate students in atmospheric sciences, oceanogra-
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phy, agricultural sciences, chemical engineering, and ma-
terials engineering. They account for less than 20 percent
in the social sciences, mathematics, and psychology.

Outputs of Scientific
and Engineering Research

� In the mid-1990s, approximately 173,200 scientific and
technical articles per year were published by U.S. au-
thors in a set of refereed U.S. journals included in the
Science Citation Index (SCI) since 1985. Seventy-three
percent had academic authors; industrial, government, and
nonprofit sector authors each contributed 7–8 percent.

� The number of industrial articles declined by 12 per-
cent, from an annual average of 15,050 in 1988–91 to
13,220 in 1995–97. Industrial article volume in physics
fell by 40 percent over the period, but output rose
strongly in clinical medicine (19 percent) and biomedi-
cal research (12 percent). This trend signals a shift in
publishing activity toward pharmaceutical and other life-
sciences-oriented industry segments.

� Increasingly, scientific collaboration within the United
States involves scientists and engineers from different
employment sectors. In 1997, 30 percent of all academic
papers involved such cross-sectoral collaboration. Other
sectors’ collaboration rates were higher: 65 percent for in-
dustrial papers and 68 percent for those from the govern-
ment and nonprofit sectors.

� Much of the growth in U.S. coauthorship reflects increases
in international collaboration. By the mid-1990s, nearly one
of every five U.S. articles had one or more international co-
authors, up from 12 percent earlier in the decade.

� Globally, five nations produced more than 60 percent
of the articles in the SCI set of journals: the United States
(34 percent), Japan (9 percent), the United Kingdom (8
percent), Germany (7 percent), and France (5 percent). No
other country’s output reached 5 percent of the total.

� The development or strengthening of national scien-
tific capabilities in several world regions resulted in a
continuation of a long-term decline in the U.S. share of
total article output. Shares of Western European coun-
tries as a group and Asia increased. The number of U.S.
articles declined by 4 percent from its high earlier in the
decade, while those of Western Europe and Asia rose by
18 and 31 percent, respectively.

� Countries’ science portfolios, as reflected in their pub-
lished output, show some striking differences. In some,
like the United States, United Kingdom, and many smaller
European states, the bulk of the articles falls in the life
sciences. In others, notably many Central and Eastern Eu-
ropean and Asian countries, the share of articles in the
physical sciences and engineering is higher.

� The increasingly global nature of science is reflected in
growing scientific collaboration. In 1997, half of the ar-
ticles in a set of key world journals covered by the SCI
had multiple authors; 30 percent of these coauthored
articles involved international collaboration, compared
to 23 percent a decade earlier. This trend affected most
nations and fields.

� The international nature of science is further under-
scored by patterns of citation. Averaged across all na-
tions, about 59 percent of all citations were to
nondomestic articles, up from 53 percent early in the
decade. Citations to U.S. articles nearly always exceeded
the volume of citations to the domestic literature.

� Two trends characterize the position of the United
States in international collaboration. For most nations
with strong international coauthorships, the number
of articles with U.S. coauthors rose. But many nations
broadened the reach of their international collaborations,
causing a diminution of the U.S. share of the world’s inter-
nationally coauthored articles.

� The linkage between research and perceived economic
utility is getting tighter. The percentage of U.S. patents
citing scientific and technical articles as “prior art” in-
creased strongly, from 11 percent of all patents in 1985
to 23 percent in 1995. The number of articles cited on
these patents grew explosively from 8,600 in 1987 to
108,300 in 1998. This trend was rooted in the extremely
rapid rise of citations to biomedical research and clinical
medicine, reflecting perceptions of the life sciences’ eco-
nomic potential and related patenting trends. However, it
was not limited to these fields.

� Academic institutions are seeking to realize financial
benefits from their research results. The number of aca-
demic patents has risen thirteenfold since the early
1970s. The 3,151 patents awarded in 1998 represented
about 5 percent of U.S.-owned patents, up from 0.5 per-
cent in the earlier period.

� University patents in the three largest academic tech-
nology classes—all with presumed biomedical appli-
cability—constituted 41 percent of all academic pat-
ents in 1998. Overall, academic patents are concentrated
in far fewer technology areas than are industrial patents,
and are growing more so.

� University gross income from patenting and licenses
reached $483 million in 1997. Half or more of total roy-
alties were directly related to the life sciences.

� The number of startups and of licenses and options
granted increased strongly. Forty-one percent of new li-
censes and options went to large firms, 48 percent to small
existing companies, and 11 percent to startups.
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Introduction

Chapter Background
This chapter addresses key aspects of the academic research

and development (R&D) enterprise: financial resources,
physical infrastructure, science and engineering (S&E) doc-
toral employment, financial support for S&E graduate edu-
cation, and research outputs. Half a century ago, these same
aspects were of sufficient concern to merit discussion in the
two seminal reports focusing on the U.S. R&D system, Sci-
ence—The Endless Frontier (Bush 1945) and Science and
Public Policy (Steelman 1947).

Both the Bush and the Steelman reports stressed the criti-
cal importance of a Federal role in supporting academic re-
search, recommending a major expansion of that role. Today,
that vision has materialized. A strong national consensus sup-
ports the public funding of academic research, and the Fed-
eral Government provides roughly 60 percent of the financial
resources for academic R&D. A number of contemporary is-
sues have arisen relating to this support; the appropriate bal-
ance of funding across S&E disciplines and accountability
requirements—including measuring outputs and larger social
outcomes—are examples.

The Steelman report focused on an aspect of the academic
R&D enterprise that has become an enduring concern: broad-
ening and strengthening the academic base of the Nation’s
science and engineering and R&D enterprise. Talent was sure
to be found everywhere, and the Steelman report recom-
mended using a portion of National Science Foundation (NSF)
funds to strengthen weaker but promising colleges and uni-
versities in order to increase U.S. scientific potential. In point
of fact, the number of academic institutions receiving Fed-
eral support for R&D activities has increased dramatically
since the issuance of the report.

The Steelman report also noted that research facilities were
less adequate at universities and colleges than elsewhere and
called for additional libraries, laboratory space, and equip-
ment and for Federal aid to academic institutions for the con-
struction of facilities and purchase of equipment. Except for
a decade during the 1960s and early 1970s, when a number
of agencies conducted broad institutional support programs,
the Federal Government has not taken a major role in provid-
ing direct support to universities and colleges for the con-
struction of their research facilities. In recent years, it has
accounted for about 8 to 9 percent of the funds for laboratory
construction and renovation, with the institutions providing
over 60 percent. In contrast, the Federal Government has ac-
counted for almost 60 percent of direct current funds expen-
ditures for academic research equipment during the past two
decades. The Federal Government also indirectly supports both
facilities and equipment through reimbursement on Federal
grants and contracts.

The Steelman report placed strong emphasis on human
resources development. An early chapter bears the title “Man-
power: The Limiting Resource” and noted a broad disparity
in the growth paths of the Nation’s R&D budget and highly

trained personnel. While recommending strong increases in
R&D funding, the report recognized the need to alleviate in-
adequate personnel resources. It pointed to the critical role of
doctoral science and engineering faculty in the universities
and colleges, noting both their teaching and their research
responsibilities. The report estimated that it would take an
additional 15,000 such faculty to restore the prewar student-
teacher ratio, while also expanding the sector’s capacity for
research. The discussion of these issues in recent years has
been quite different, focusing on a burgeoning supply of new
science and engineering Ph.D.s and a sometimes-variable la-
bor market for other degree-holders, punctuated by debates
about shortages and oversupply.

Both the Bush and the Steelman reports focused on an
issue that has drawn increasing attention over the past de-
cade—the importance of integrating education and research
in higher education. They stressed that research is required
for the teaching of science, and that fully trained scientists
can only be produced through involvement in research. The
Steelman report noted that the recommended expansion of
academic research grants would result in the employment of
graduate students as research assistants, which in turn would
result in better scientific training. Research assistantships now
comprise the largest primary graduate student support mecha-
nism; two-thirds of federally supported students receive their
support in the form of a research assistantship. A number of
Federal graduate traineeship programs, and even more recently
some Federal graduate fellowship programs, have emphasized
the integration of education and research.

Half a century ago, the Steelman and Bush reports largely
took for granted the positive outcomes and impacts of re-
search and development. Today’s mature and established pub-
licly funded R&D system faces new demands, not envisioned
then, of devising means and measures to account for the proxi-
mate outputs of specific Federal R&D investments, includ-
ing those for academic R&D, and their longer-term
consequences for valued social ends.

Even though the academic R&D enterprise has enjoyed
strong growth for the past several decades, the Nation’s uni-
versities and colleges face challenges in their finances, en-
rollment, faculty, and competitive environment. Many of these
factors will have some form of impact on the academic R&D
enterprise. This chapter seeks to provide data on some perti-
nent trends and analysis bearing on these issues.

Chapter Organization
The chapter opens with a discussion of trends in the finan-

cial resources provided for academic R&D, including alloca-
tions across both academic institutions and S&E fields. Because
the Federal Government has been the primary source of sup-
port for academic R&D for over half a century, the importance
of selected agencies in supporting individual fields is explored
in some detail. Data are also presented on changes in the num-
ber of academic institutions receiving Federal R&D support.
The section then examines the status of two key elements of
university research activities—facilities and instrumentation.
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The next section discusses trends in the employment, de-
mographic characteristics, and activities of academic doctoral
scientists and engineers. The discussion of employment trends
focuses on full-time faculty, postdoctorates, and other posi-
tions. Differences are examined between the Nation’s largest
research universities and other academic institutions, as are
shifts in the faculty age structure. The involvement of women,
underrepresented minorities, and Asians and Pacific Island-
ers is also examined. Attention is given to participation in
research by academic doctoral scientists and engineers, the
relative balance between teaching and research, and the Fed-
eral support they report for their research. Selected demo-
graphic characteristics of recent doctorate-holders entering
academic employment are examined.

The third section looks at the relationships between research
and graduate education. It covers overall trends in graduate
support and patterns of support in different types of institu-
tions, and compares support patterns for those who complete
an S&E doctorate with the full population of graduate students.
The role of graduate research assistantships is examined in some
detail, including the sources of support for research assistants
and the spreading incidence of research assistantship (RA) sup-
port to a growing number of academic institutions.

The chapter’s final section deals with two research out-
puts: scientific and technical articles in a set of journals cov-
ered by the Science Citation Index (SCI), and patents issued
to U.S. universities. (A third major output of academic R&D,
educated and trained personnel, is discussed in the preceding
section of this chapter and in chapter 4.) The section specifi-
cally looks at the output volume of research (article counts),
collaboration in the conduct of research (joint authorship),
use in subsequent scientific activity (citation patterns), and
use beyond science (citations to the literature on patent appli-
cations). It concludes with a discussion of academic patent-
ing and some returns to academic institutions from their
patents and licenses.

Financial Resources
for Academic R&D1

Academic R&D is a significant part of the national R&D
enterprise. Enabling U.S. academic researchers to carry out
world-class research requires adequate financial support as
well as excellent research facilities and high-quality research
equipment. Consequently, assessing how well the academic
R&D sector is doing, the challenges it faces, and how it is
responding to those challenges requires data and information
relating to a number of important issues that relate to the fi-
nancing of academic R&D. Among these issues are the level
and stability of overall funding; the sources of funding and
changes in their relative importance; the distribution of fund-
ing among the different R&D activities (basic research, ap-
plied research, and development); the balance of funding
among science and engineering fields and subfields or fine
fields; the distribution of funding among and the extent of
participation of various types of academic R&D performers;
the changing role of the Federal Government as a supporter
of academic R&D and the particular roles of the major Fed-
eral agencies funding this sector; and the state of the physical
infrastructure—research facilities and equipment—that is a
necessary input to the sector’s success. This section focuses
on providing data on these aspects of the academic R&D en-
terprise which individually and in combination influence its
evolution.

1Data in this section come from several different National Science Foun-
dation (NSF) surveys that do not always use comparable definitions or meth-
odologies. NSF’s three main surveys involving academic R&D are the (1)
Survey of Federal Funds for Research and Development; (2) Survey of Fed-
eral Science and Engineering Support to Universities, Colleges, and Non-
profit Institutions; and (3) Survey of Research and Development Expenditures
at Universities and Colleges. The results from this last survey are based on
data obtained directly from universities and colleges; the former two surveys
collect data from Federal agencies. For descriptions of the methodologies of
these and other NSF surveys, see NSF (1995b and 1995c).Federally Funded
Research and Development Centers associated with universities are tallied
separately and are examined in greater detail in chapter 2.

Basic Research

Science and Public Policy (Steelman report)
Part One—Science for the Nation, IV.  A National Science Program

Basic research traditionally has been conducted in the
colleges and universities. While industry engages in some
basic research and the Government laboratories conduct a
somewhat greater amount, the proportions in both instances
are small. The principal function of the colleges and univer-
sities is to promote the progress of learning and they must
be the primary means through which any expanded program
of basic research is carried out. There are several reasons
for this.

First, the scientific method, being based upon experiment,
requires research for the teaching of science. Fully trained
scientists can be produced only through practicing research.

Second, basic research is so broad in its application and
so indirectly related to any industrial process, or in fact to

any particular industry, that it is not profitable for private
enterprise to engage in extensive basic research. Industries
do sometimes support it through fellowships and other grants
to universities, but the sums involved are not large.

Third, research, while carried out by individuals, has always
been a cooperative venture. Scientists have exchanged infor-
mation and collaborated with each other in the performance of
research; and science progresses characteristically through a
combination of knowledge from many different sources. Re-
search thrives in situations where scientists with many diverse
interests and fields of knowledge can be brought together in an
exchange of both knowledge and ideas. Thus the universities,
which foster all branches of knowledge, are ideal breeding
grounds for basic research. (Steelman 1947, 29.)
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Academic R&D in the
National R&D Enterprise2

The continuing importance of academe to the Nation’s over-
all R&D effort is still recognized today, especially its contribu-
tion to the generation of new knowledge through basic research.

In 1998, an estimated $26.3 billion, or $23.4 billion in con-
stant 1992 dollars, was spent on R&D at U.S. academic institu-
tions.3 This was the 24th consecutive year in which constant dollar
spending increased from the previous year. Academia’s role as
an R&D performer has increased fairly steadily during the past
half-century, rising from about 5 percent of all R&D performed
in the country in 1953 to almost 12 percent in 1998. (See figure
6-1.) However, since 1994, the sector’s performance share has
dipped slightly from its high of almost 13 percent (see “Growth”
section below). For a description of the role of universities in
national R&D expenditures in the first part of the 20th century,
see chapter 1, “Science and Technology in Times of Transition:
the 1940s and 1990s.”

Character of Work
Academic R&D activities are concentrated at the research

(basic and applied) end of the R&D spectrum and do not in-
clude much development activity.4 Of 1998 academic R&D

expenditures, an estimated 93 percent went for research (69
percent for basic and 24 percent for applied) and 7 percent
for development. (See figure 6-2.) From a national research—
as opposed to national R&D—perspective, academic institu-
tions accounted for an estimated 27 percent of the U.S. total
in 1998. The academic share of research almost doubled, from
about 14 percent of the U.S. total in the 1950s to around 26
percent in the first half of the 1970s. It has since fluctuated
between 23 and 30 percent. And, in terms of basic research
alone, the academic sector is the country’s largest performer,
currently accounting for an estimated 48 percent of the na-
tional total. Between 1953 and 1972, the academic sector’s
basic research performance grew steadily, increasing from
about one-quarter to just over one-half of the national total. It
has since fluctuated between 45 and 51 percent of the na-
tional total. (See figure 6-1.)

Growth
Over the long term (between 1953 and 1998), average an-

nual R&D growth (in constant 1992 dollars) has been
stronger for the academic sector than for any other R&D-
performing sector—6.5 percent, compared to about 5.7 per-

Percent

Figure 6-1.
Academic R&D, research, and basic research as
a proportion of U.S. totals: 1953–98

See appendix tables 2-3, 2-7, and 2-11.
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Academic R&D expenditures by character of work 
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NOTE: Data are preliminary. 

See appendix tables 2-3, 2-7, 2-11, and 6-1.
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2For more information on national R&D expenditures, see “Economic Mea-
sures of  R&D” in chapter 2.

3For the purposes of this discussion, academic institutions generally com-
prise institutions of higher education that grant doctorates in science or en-
gineering and/or spend at least $50,000 for separately budgeted R&D.  In
addition, all Historically Black Colleges and Universities (HBCUs) with R&D
programs are included, regardless of the level of R&D.

4Notwithstanding this delineation, the term “R&D”—rather than just “re-
search”—is used throughout this discussion unless otherwise indicated, since
much of the data collected on academic R&D does not differentiate between
“R” and “D.” Moreover, it is often difficult to make clear distinctions among
basic research, applied research, and development. For the definitions used
in NSF resource surveys, see chapter 2.
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cent for federally funded research and development centers
(FFRDCs), 5.2 percent for other nonprofit laboratories, 4.8
percent for industrial laboratories, and 2.5 percent growth for
Federal laboratories. (See appendix table 2-4 for time series
data by R&D-performing sector.) This long-term trend has
held for more recent times as well—through the 1980s and
the early part of the 1990s—although average annual growth
was higher for all R&D-performing sectors between 1953 and
1980 than it has been since 1980. However, beginning in 1994
growth of R&D performed in industry (an estimated 7.6 per-
cent annually) started to outpace growth of academically per-
formed R&D (an estimated 3.2 percent annually). As a
proportion of gross domestic product (GDP), academic R&D
rose from 0.07 to 0.31 percent between 1953 and 1998, a
more than fourfold increase. (See appendix table 2-1 for GDP
time series.)

support share declined fairly steadily until the early 1990s.
(See figure 6-3.) Since 1992, it has fluctuated between 59
and 60 percent. The Federal sector primarily supports basic
research—72 percent of its 1998 funding went to basic re-
search versus 20 percent to applied. Non-Federal sources also
concentrate on basic research, but provide a larger share of
their support than the Federal sector for applied research (64
percent for basic and 30 percent for applied research). (See
appendix table 6-1.) As a consequence of this differential
emphasis, 62 percent of the basic research performed at uni-
versities and colleges is supported by the Federal Govern-
ment, while only 49 percent of the applied research is so
supported.

Federal support of academic R&D is discussed in detail
later in this section; the following summarizes the contribu-
tions of other sectors to academic R&D.5

� Institutional funds.6 In 1998, institutional funds from uni-
versities and colleges constituted the second largest source
of academic R&D funding, accounting for an estimated
19 percent. The share of support represented by this source
has been increasing fairly steadily since the early 1960s,
save for a brief downturn in the early 1990s. Institutional

Percent 

Figure 6-3.
Sources of academic R&D funding: 1953–98
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5The academic R&D funding reported here includes only separately bud-
geted R&D and institutions’ estimates of unreimbursed indirect costs asso-
ciated with externally funded R&D projects, including mandatory and
voluntary cost sharing. It does not include departmental research, and thus
will exclude funds—notably for faculty salaries—in cases where research
activities are not separately budgeted.

6Institutional funds are separately budgeted funds that an academic insti-
tution spends on R&D from unrestricted sources, unreimbursed indirect costs
associated with externally funded R&D projects, and mandatory and volun-
tary cost sharing on Federal and other grants. As indicated above, depart-
mental research that is not separately budgeted is not included.

University R&D Expenditures
Science and Public Policy (Steelman report)

Part One—Science for the Nation, IV.
A National Science Program

There is every reason to anticipate a doubling of re-
search and development expenditures by industry in the
next decade, in view of the long term trends and the
increasing dependence of industry upon research and
development. But there is little likelihood of any con-
siderable expansion of university expenditures out of
their present income sources. Endowment income has
sharply declined over the last 15 years and there is little
likelihood of any considerable rise in interest rates in
the future. Moreover, the large fortunes which were the
source of new endowment funds are now considerably
limited by taxation. So far as State-supported institu-
tions are concerned, the long-run financial position of
many states makes large increases in university support
unlikely. A similar situation confronts the private foun-
dations, which are not, in any event, of great signifi-
cance in the over-all financial picture. The foundations
have contributed enormously to the extension of knowl-
edge and to the support of basic research, but their ex-
penditures have been small in terms of the total budget.
It is not likely that their share will expand in the future.
(Steelman 1947, 26-7.)

Major Funding Sources

The continued reliance of the academic sector on a variety
of funding sources for support of its R&D activities requires
continuous monitoring of the contributions of those sources.

The Federal Government continues to provide the major-
ity of funds for academic R&D. In 1998, it accounted for an
estimated 59 percent of the funding for R&D performed in
academic institutions. After increasing from 55 percent in
1953 to its peak of just over 73 percent in 1966, the Federal
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R&D funds may be derived from (1) general-purpose state
or local government appropriations, particularly for pub-
lic institutions; (2) general-purpose grants from industry,
foundations, or other outside sources; (3) tuition and fees;
(4) endowment income; and (5) gifts that are not restricted
by the donor to conduct research. Other potential sources
of institutional funds are income from patents or licenses
and income from patient care revenues. (See “Academic
Patenting: Patent Awards, Licenses, Startups, and Revenue”
later in this chapter for a discussion of patent and licens-
ing income.)

� State and local government funds. In 1998, the share of
academic R&D funding provided by state and local gov-
ernments was an estimated 8 percent. State and local gov-
ernments played a larger role during the early 1950s, when
they provided about 15 percent of the funding. Their rela-
tive role began to decline thereafter except for a brief up-
turn between 1968 and 1973. Their share of academic R&D
funding has fluctuated between 7 and 8 percent since 1980.
This share, however, reflects only funds directly targeted
to academic R&D activities by the state and local govern-
ments and does not include general-purpose state or local
government appropriations that academic institutions des-
ignate and use for separately budgeted research or to cover
unreimbursed indirect costs.7 Consequently, the actual con-
tribution of state and local governments to academic R&D
is understated, particularly for public institutions.

� Industry funds. In 1998, industry provided an estimated
7 percent of academic R&D funding. The funds provided
for academic R&D by the industrial sector grew faster than
funding from any other source during the past three de-
cades, although industrial support still accounts for one of
the smallest shares of funding. During the 1950s, industry’s
share was actually larger than it is currently, peaking at
8.4 percent in 1957. After reaching this peak, the indus-
trial share steadily declined, reaching its low of 2.5 per-
cent in 1966. Industry then began to increase its share from
slightly below 3 percent in 1970, to about 4 percent in
1980 and about 7 percent in 1990, where it has since re-
mained. Industry’s contribution to academia represented
an estimated 1.3 percent of all industry-funded R&D in
1998, compared to 0.9 percent in 1980, 0.6 percent in 1970,
and 1.1 percent in 1958. (See appendix tables 2-4 and 2-5
for time series data on industry-funded R&D.) Thus, al-
though increasing recently, industrial funding of academic
R&D has never been a major component of industry-
funded R&D.

� Other sources of funds. In 1998, other sources of sup-
port accounted for 7 percent of academic R&D funding.
This share has stayed fairly constant at about this level
during the past three decades after declining from its peak

of 10 percent in 1953. These sources include grants for
R&D from nonprofit organizations and voluntary health
agencies and gifts from private individuals that are re-
stricted by the donor to conduct research, as well as all
other sources restricted to research purposes not included
in the other categories.

Funding by Institution Type
Although public and private universities rely on the same

funding sources for their academic R&D, the relative impor-
tance of those sources differs substantially for these two types
of institutions. (See appendix table 6-3.) For all public aca-
demic institutions combined, just over 10 percent of R&D
funding in 1997—the most recent year for which data are
available—came from state and local funds, about 23 percent
from institutional funds, and about 53 percent from the Fed-
eral Government. Private academic institutions received a
much smaller portion of their funds from state and local gov-
ernments (about 2 percent) and from institutional sources (10
percent), and a much larger share from the Federal Govern-
ment (72 percent). The large difference in the role of institu-
tional funds between public and private institutions is most
likely due to a substantial amount of general-purpose state
and local government funds received by the former that these
institutions decide to use for R&D (although data on such
breakdowns are not collected). Both public and private insti-
tutions received approximately 7 percent of their respective
R&D support from industry in 1997. Over the past two de-
cades, the Federal share of support has declined, and the in-
dustry and institutional shares have increased, for both public
and private institutions.

Distribution of R&D Funds
Across Academic Institutions

The nature of the distribution of R&D funds across aca-
demic institutions has been and continues to be a matter of
interest to those concerned with the academic R&D enter-
prise. Most academic R&D is now, and has been historically,
concentrated in relatively few of the 3,600 higher education
institutions in the United States.8 In fact, if all such institu-
tions were ranked by their 1997 R&D expenditures, the top
200 institutions would account for about 95 percent of R&D
expenditures. In 1997 (see appendix table 6-49):

7This follows international standards of reporting where funds are assigned
to the entity determining how they are to be used rather than to the one
necessarily providing the funds.

8The Carnegie Foundation for the Advancement of Teaching classified
about 3,600 degree-granting institutions as higher education institutions in
1994. (See chapter 4 sidebar, “Carnegie Classification of  Institutions,” for a
brief description of the Carnegie categories.) These higher education institu-
tions include four-year colleges and universities, two-year community and
junior colleges, and specialized schools such as medical and law schools.
Not included in this classification scheme are more than 7,000 other
postsecondary institutions (secretarial schools, auto repair schools, and so
forth.).

9The Johns Hopkins University and the Applied Physics Laboratory (APL)
at the Johns Hopkins University are reported separately in appendix table 6-
4. Although not officially classified as an FFRDC, APL essentially func-
tions as one. Separate reporting therefore provides a better measure of the
distribution of academic R&D dollars and the ranking of individual institu-
tions.
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� the top 10 institutions spent 17 percent of total academic
R&D funds ($4.1 billion),

� the top 20 institutions spent 30 percent ($7.3 billion),

� the top 50 spent 56 percent ($13.6 billion), and

� the top 100 spent 79 percent ($19.3 billion).

This historic concentration of academic R&D funds, how-
ever, has been diminishing somewhat over the past dozen
years. (See figure 6-4.) In 1985, the top 10 institutions re-
ceived about 20 percent and the top 11–20 institutions 14 per-
cent of the funds, compared  to 17 and 13 percent, respectively,
in 1997. The composition of the universities in the top 20 has
also fluctuated slightly over the period. There was almost no
change in the share of the group of institutions ranked 21–
100 during this period. The decline in the top 20 institutions’
share was matched by the increase in the share of those insti-
tutions in the group below the top 100—this group’s share
increased from 17 to 21 percent of total academic R&D funds.
This increased share of the Nation’s total academic R&D ex-
penditures by those institutions ranked below the top 100 sig-
nif ies a broadening of the base. See “The Spreading
Institutional Base of federally Funded Academic R&D” in

the “Federal Support of Academic R&D” section below for a
discussion of the increase in the number of academic institu-
tions receiving Federal support for their R&D activities over
the past three decades.

Expenditures by Field and Funding Source10

The distribution of academic R&D funds across S&E dis-
ciplines is often the unplanned result of numerous, sometimes
unrelated, decisions and therefore needs to be monitored and
documented to ensure that it remains appropriately balanced.

The overwhelming share of academic R&D expenditures
in 1997 went to the life sciences, which accounted for 56 per-
cent of total academic R&D expenditures, 54 percent of Fed-
eral academic R&D expenditures, and 58 percent of
non-Federal academic R&D expenditures. Within the life sci-
ences, medical sciences accounted for 28 percent of total aca-
demic R&D expenditures and biological sciences for 17
percent.11 The next largest block of total academic R&D ex-
penditures was for engineering—16 percent in 1997. (See ap-
pendix table 6-5.)

The distribution of Federal and non-Federal funding of aca-
demic R&D in 1997 varied by field. (See appendix table 6-
5.) For example, the Federal Government supported close to
80 percent of academic R&D expenditures in both physics
and atmospheric sciences, but only 30 percent of academic
R&D in political science and 29 percent in the agricultural
sciences.

Percent

Figure 6-4.
Share of academic R&D of top R&D universities
and colleges: 1985–97

Science & Engineering Indicators – 2000See appendix table 6-4.
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10The data in this section are drawn from NSF’s Survey of Research and
Development Expenditures at Universities and Colleges. For various meth-
odological reasons, parallel data by field from the NSF Survey of Federal
Funds for Research and Development do not necessarily match these num-
bers.

11Medical sciences includes research in fields such as pharmacy, veteri-
nary medicine, anesthesiology, and pediatrics. Biological sciences includes
research in fields such as microbiology, genetics, biometrics, and ecology.
These distinctions may be blurred at times, as the boundaries between fields
are often not well defined.

Other Assistance
Science and Public Policy (Steelman report)

Part One—Science for the Nation, IV.
A National Science Program

While the support of basic research through the
National Science Foundation is of the utmost impor-
tance, it is only one of several elements in our total
national science program. Moreover, it is only one el-
ement in our developing program of Federal support
for higher education...Few persons would doubt today
that we must soon develop a permanent, long-range
program of Federal assistance to students and of Fed-
eral aid to education in general. Viewed in perspec-
tive, the support of basic research in the colleges and
universities is part of such a program. It can achieve
results only as the colleges and universities themselves
are strong and only as means are found to permit able
students to pursue their studies.

In such terms, it is clear that a portion of the funds
expended by the National Science Foundation should
be used to strengthen the weaker, but promising, col-
leges and universities, and thus to increase our total
scientific potential. (Steelman 1947, 34.)

[For a discussion of a Federal program created to
strengthen research and education in the sciences and
engineering and to avoid undue concentration of such
research and education, see sidebar, “EPSCoR—the
Experimental Program to Stimulate Competitive Re-
search.”]
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The declining Federal share in support of academic R&D
is not limited to particular S&E disciplines. Rather, the fed-
erally financed fraction of support for each of the broad S&E
fields was lower in 1997 than in 1973, except for the com-
puter sciences (which was slightly higher). (See appendix table
6-6.) The most dramatic decline occurred in the social sci-
ences—down from 57 percent in 1973 to 37 percent in 1997.
The overall decline in Federal share also holds for all the re-
ported fine S&E fields. However, most of the declines oc-
curred in the 1980s, and most fields have not experienced
declining Federal shares during the 1990s.

Although academic R&D expenditures in constant dollars
for every field have increased between 1973 and 1997 (see
figure 6-5 and appendix table 6-7), the R&D emphasis of the
academic sector, as measured by its S&E field shares, has
changed during this period.12 (See figure 6-6.) Absolute shares
of academic R&D have:

� increased for the life sciences, engineering, and computer
sciences;

� remained roughly constant for mathematics; and

� declined for the social sciences, psychology, the environ-
mental (earth, atmospheric, and oceanographic) sciences,
and the physical sciences.

Although the proportion of the total academic R&D funds
going to the life sciences’ share increased by only 3 percent-
age points, rising from 53 to 56 percent of academic R&D
between 1973 and 1997, the medical sciences’ share increased
by almost 6 percentage points—from 22 to 28 percent of aca-
demic R&D—during this period. The other two major com-
ponents of the life sciences—agricultural sciences and
biological sciences—both lost shares during the period. The
engineering share increased by 4 percentage points over this
period—from 12 to 16 percent of academic R&D; while the
computer sciences’ share increased from 1 to 3 percent of
academic R&D.

The social sciences’ proportion declined by more than 3
percentage points (from 8 to below 5 percent of academic
R&D) between 1973 and 1997. Within the social sciences,
the R&D shares for each of the three main fields—econom-
ics, political science, and sociology—declined over the pe-
riod. Psychology’s share declined by 1 percentage point (from
3 to 2 percent of academic R&D). The environmental sci-
ences’ share also declined by 1 percentage point (from 7 to 6
percent). Within the environmental sciences, the three major
fields—atmospheric sciences, earth sciences, and oceanog-
raphy—each experienced a decline in share. The physical
sciences’ share also declined during this period, from 11 to
10 percent. However, within the physical sciences, astronomy’s
share increased while the shares of both physics and chemis-
try declined.

Federal Support of Academic R&D
Although the Federal Government continues to provide the

majority of the funding for academic R&D, its overall contri-
bution is the combined result of decisions by a number of key

Billions of constant 1992 dollars

Figure 6-5.
Academic R&D expenditures, by field: 1973–97

See appendix table 6-7. Science & Engineering Indicators – 2000

NOTE: See appendix table 2-1 for GDP implicit price deflators used
to convert current dollars to constant 1992 dollars.
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12For a more detailed discussion of these changes, see How Has the Field
Mix of Academic R&D Changed? (NSF 1999g).



6-12 � Chapter 6. Academic Research and Development

funding agencies with differing missions.13 Examining and
documenting the funding patterns of these agencies are key to
understanding both their roles and the overall government role.

Top Agency Supporters
Three agencies are responsible for most of the Federal ob-

ligations for academic R&D: the National Institutes of Health
(NIH), the National Science Foundation (NSF), and the De-
partment of Defense (DOD). (See appendix table 6-8.) To-
gether, these agencies are estimated to have provided
approximately 83 percent of total Federal financing of aca-
demic R&D in 1999, as follows:

� NIH—58 percent,

� NSF—15 percent, and

� DOD—10 percent.

An additional 12 percent of the 1999 obligations for aca-
demic R&D are estimated to be provided by the National
Aeronautics and Space Administration (NASA, 5 percent);
the Department of Energy (DOE, 4 percent); and the Depart-

ment of Agriculture (USDA, 3 percent). Federal obligations
for academic research are concentrated similarly to those for
R&D. (See appendix table 6-9.) There are some differences,
however, since agencies such as DOD place greater emphasis
on development, while others such as NSF place greater em-
phasis on research.

During the 1990s, NIH’s funding of academic R&D in-
creased most rapidly, with an estimated average annual growth
rate of 3.7 percent per year in constant 1992 dollars. NSF
(3.2 percent) and NASA (2.4 percent) experienced the next
highest rates of growth. Average annual rates of growth were
negative for DOD, DOE, and USDA during this period. Be-
tween 1998 and 1999, total Federal obligations for academic
R&D are estimated to increase by 5.4 percent in constant
dollars. NSF (by 11 percent) and NIH (by 8 percent) are ex-
pected to have the largest increases in their academic R&D
obligations in 1999.

Agency Support by Field
Federal agencies emphasize different S&E fields in their

funding of academic research. Several agencies concentrate
their funding in one field—the Department of Health and
Human Services (HHS) and USDA focus on the life sciences,
while DOE concentrates on the physical sciences. Other agen-
cies—NSF, NASA, and DOD—have more diversified fund-
ing patterns. (See figure 6-7.) Even though an agency may
place a large share of its funds in one field, it may not be a
leading contributor to that field, particularly if it does not
spend much on academic research. (See figure 6-8.) NSF is
the lead funding agency in the physical sciences (34 percent
of total funding), mathematics (66 percent), the environmen-
tal sciences (46 percent), and the social sciences (38 percent).
DOD is the lead funding agency in the computer sciences (48
percent) and in engineering (39 percent). HHS is the lead
funding agency in the life sciences (87 percent) and psychol-
ogy (89 percent). Within fine S&E fields, other agencies take
the leading role—DOE in physics (53 percent), USDA in
agricultural sciences (99 percent), and NASA in astronomy
(77 percent) and in both aeronautical (70 percent) and astro-
nautical (65 percent) engineering. (See appendix table 6-11.)

The Spreading Institutional Base
of Federally Funded Academic R&D

The number of academic institutions receiving Federal sup-
port for their R&D activities has increased over the past three
decades.14 Although that number has fluctuated during this
time period,15 there was an increase of almost 50 percent in
the number of institutions receiving support in 1997, com-

From Vannevar Bush in Science—The Endless Frontier:

One of our hopes is that after the war there will be
full employment. To reach that goal the full creative and
productive energies of the American people must be re-
leased. To create more jobs, we must make new and bet-
ter and cheaper products. We want plenty of new,
vigorous enterprises. But new products and processes
are not born full-grown. They are founded on principles
and new conceptions which in turn result from basic sci-
entific research. Basic scientific research is scientific
capital. Clearly, more and better scientific research is
one essential to the achievement of our goal of full em-
ployment.

How do we increase this scientific capital? First, we
must have plenty of men and women trained in science,
for upon them depends both the creation of new knowl-
edge and its application to practical purposes. Second,
we must strengthen the centers of basic research which
are principally the colleges, universities, and research
institutes. These institutions provide the environment
which is most conducive to the creation of new scien-
tific knowledge and least under pressure for immediate,
tangible results. With some notable exceptions, most re-
search in industry and in Government involves applica-
tion of existing scientif ic knowledge to practical
problems. It is only the colleges, universities, and a few
research institutes that devote most of their research ef-
forts to expanding the frontiers of knowledge. (Bush 1945.)

13Some of the Federal R&D funds obligated to universities and colleges
are the result of appropriations that Congress directs Federal agencies to
award to projects that involve specific institutions. These funds are known as
congressional earmarks. See Brainard and Cordes (1999) for a discussion of
this subject.

14The data in this section are drawn from NSF’s Survey of Federal Support
to Universities, Colleges, and Nonprofit Institutions. The survey collects data
on Federal R&D obligations to individual U.S. universities and colleges from
the 15 Federal agencies that account for virtually all such obligations. For
various methodological reasons, data reported in this survey do not neces-
sarily match those reported in the Survey of Research and Development
Expenditures at Universities and Colleges.

15The rather large decline in the number of institutions receiving Federal
R&D support in the early 1980s was most likely due to the fall in Federal
R&D funding for the social sciences during that period.
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pared to 1971. (See figure 6-9.) Since most institutions cur-
rently designated as Carnegie research and doctorate-grant-
ing institutions were already receiving Federal support in 1971,
most of the increase has occurred among the group contain-
ing comprehensive; liberal arts; two-year community, junior,
and technical; and professional and other specialized
schools.16 The number of such institutions receiving
Federal support just about doubled between 1971 and 1994,
rising from 341 to 676. Since 1994, although the number of
Carnegie research and doctorate-granting institutions receiv-
ing Federal R&D support has remained constant, there has
been a rather substantial drop in the number of other institu-
tions—from their peak of 676 to only 604 in 1997. However,
most of the drop occurred in institutions receiving less than
$100,000 in Federal R&D obligations. The number of other
institutions receiving $100,000 or more in obligations was
about 400 in both 1994 and 1997. The non-research and non-
doctorate-granting institutions also received a larger share of
the reported Federal obligations for R&D to universities and
colleges in the 1990s than they have at any time in the past—
about 13 percent between 1993 and 1997. The largest per-
centage this group had received before the 1990s was just
under 11 percent in 1977. This increase in share is consistent

with the increase in the share of academic R&D support go-
ing to institutions below the top 100 reported in the earlier
section on “Distribution of R&D Funds Across Academic In-
stitutions.”

Figure 6-7.
Distribution of Federal agency academic research 
obligations, by field: FY 1997

Science & Engineering Indicators – 2000

Percent of research obligations by field

NSF = National Science Foundation; NASA = National Aeronautics 
and Space Administration; DOD = Department of Defense; DOE = 
Department of Energy; HHS = Department of Health and Human 
Services; USDA = Department of Agriculture

NOTE: The six agencies reported represent approximately 96 percent
of Federal academic research obligations.

See appendix table 6-10.
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Percent of research obligations to field by agency

NOTE: The six agencies reported represent approximately 96 percent
of Federal academic research obligations.

See appendix table 6-11.
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16See chapter 4 sidebar, “Carnegie Classification of  Institutions” for a
brief description of the Carnegie categories.

Number of institutions

Figure 6-9.
Number of academic institutions receiving Federal 
R&D support by selected Carnegie 
classification: 1971–97

See appendix table 6-12. Science & Engineering Indicators – 2000

NOTES: See “Carnegie Classification of Institutions” in Chapter 4 for
information on the institutional categories used by the Carnegie
Foundation for the Advancement of Teaching. “Other Carnegie 
institutions” are all institutions except Carnegie research and doctor-
ate-granting institutions.
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EPSCoR, the Experimental Program to Stimulate Competi-
tive Research, is based on the premise that universities and their
science and engineering faculty and students are valuable re-
sources that can potentially influence a state’s development in
the 21st century much in the same way that agricultural, indus-
trial, and natural resources did in the 20th century.

EPSCoR originated as a response to a number of stated
Federal objectives. Section 3(e) of the National Science Foun-
dation (NSF) Act of 1950, as amended, states that “it shall be
an objective of the Foundation to strengthen research and edu-
cation in the sciences and engineering, including independent
research by individuals, throughout the United States, and to
avoid undue concentration of such research and education.”
Even earlier, the 1947 Steelman report, Science and Public
Policy, in discussing the formation of NSF, stated “it is clear
that a portion of the funds expended by the National Science
Foundation should be used to strengthen the weaker, but prom-
ising, colleges and universities, and thus to increase our total
scientific potential.” [Emphasis added]

But EPSCoR did not officially begin at NSF until 1978,
when Congress authorized NSF to conduct EPSCoR in re-
sponse to broad public concerns about the extent of geographi-
cal concentration of Federal funding of R&D. Eligibility for
EPSCoR participation was limited to those jurisdictions that
have historically received lesser amounts of Federal R&D fund-
ing and have demonstrated a commitment to develop their
research bases and to improve the quality of science and engi-
neering research conducted at their universities and colleges.

Eighteen states and the Commonwealth of Puerto Rico cur-
rently participate in the NSF program. The states are Alabama,
Arkansas, Idaho, Kansas, Kentucky, Louisiana, Maine, Missis-
sippi, Montana, Nebraska, Nevada, North Dakota, Oklahoma,
South Carolina, South Dakota, Vermont, West Virginia, and
Wyoming. As part of EPSCoR, NSF actively cooperates with
state leaders in government, higher education, and business to
establish productive long-term partnerships capable of effect-
ing lasting improvements to the state’s academic research infra-
structure and increased national R&D competitiveness.

EPSCor increases the R&D competitiveness of an eligible
state through the development and utilization of the science
and technology resources residing in its major research uni-
versities. It achieves its objective by (1) stimulating sustain-
able science and technology infrastructure improvements at
the state and institutional levels that significantly increase the
ability of EPSCoR researchers to compete for Federal and
private sector R&D funding, and (2) accelerating the move-
ment of EPSCoR researchers and institutions into the main-
stream of Federal and private sector R&D support.

Since 1979, other Federal agencies have adopted their own
EPSCoR or EPSCoR-like programs with goals similar to those
of NSF. In Fiscal Year 1993, Congressional direction precipi-
tated the formation of the EPSCoR Interagency Coordinating
Committee (EICC). A Memorandum of Understanding
(MOU) was signed by officials of those agencies with EPSCoR
or EPSCoR-like programs agreeing to participate in the EICC.
The major objective of the MOU focused on improving coor-
dination among and between the Federal agencies in imple-
menting EPSCoR and EPSCoR-like programs consistent with
the policies of participating agencies. The agencies included:
DOD, DOE, the Environmental Protection Agency (EPA),
NASA, NIH, NSF, and USDA. They agreed to the following
objectives:

� Coordinate Federal EPSCoR and EPSCoR-like pro-
grams to maximize the impact of Federal support while
eliminating duplication in states receiving EPSCoR
support from more than one agency.

� Coordinate agency objectives with state and institu-
tional goals, where appropriate, to obtain continued
non-Federal support of S&T research and training.

� Coordinate the development of criteria to assess gains
in academic research quality and competitiveness and
in S&T human resource development.

In 1998, the seven EICC agencies spent a total of $89 mil-
lion on EPSCoR or EPSCoR-like programs, up from $82
million in 1995. (See text table 6-1.)

EPSCoR— the Experimental Program to Stimulate Competitive Research

Text table 6-1.
EPSCoR and EPSCorR-like program budgets, by agency
(Millions of dollars)

Agency

Total .......................................................................................... 82.0 79.1 81.7 88.5 109.7
Department of Agriculture ......................................................... 13.6 11.1 11.0 13.6 13.0
Department of Defense ............................................................. 20.0 18.6 17.0 18.0 19.0
Department of Energy ............................................................... 6.1 6.5 6.3 6.4 6.8
Environmental Protection Agency ............................................. 1.0 2.5 2.5 2.5
National Aeronautics and Space Administration ...................... 5.0 5.0 4.6 4.6 10.0
National Institutes of Health ...................................................... 0.9 2.2 1.9 5.0 10.0
National Science Foundation .................................................... 35.4 35.7 38.4 38.4 48.4

EPSCoR = Experimental Program to Stimulate Competitive Research
aFigures for 1999 are estimates or authorized amounts.

SOURCES: “EPSCoR Interagency Coordinating Committee: FY 1999,” unpublished report; and selected members of the EPSCoR Interagen cy Coordinat-
ing Committee.
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Academic R&D Facilities and Equipment17

Physical infrastructure for academic R&D, especially the
state of research facilities and equipment and levels and
sources of funding for these two key components, remains a
serious concern today.

Facilities18

Total Space. The amount of academic S&E research space
has grown continuously over the decade. Between 1988 and
1998, total academic science and engineering research space
increased by almost 28 percent, from about 112 million to
143 million net assignable square feet (NASF).19 (See appen-
dix table 6-13.) Doctorate-granting institutions account for
most of the growth in research space over this period.

There was little change in the distribution of academic re-
search space across fields of science and engineering between
1988 and 1998. (See appendix table 6-13.) About 90 percent
of current academic research space continues to be concen-
trated in six S&E fields:

� the biological sciences (21 percent in 1988 and 22 percent
in 1998),

� the medical sciences (17 percent in both years),

� engineering (from 14 to 16 percent),

� the agricultural sciences (from 16 to 17 percent),

� the physical sciences (from 14 to 13 percent), and

� the environmental sciences (6 percent in both years).

New Construction. The total cost of new construction
projects has fluctuated over time. New construction projects
begun in 1996 and 1997 for academic research facilities are
expected to cost $3.1 billion. (See appendix table 6-14.) New
construction projects initiated between 1986 and 1997 were
expected to produce over 63 million square feet of research
space when completed—the equivalent of about 45 percent
of estimated 1998 research space. A significant portion of newly

created research space is likely to replace obsolete or inadequate
space rather than actually increase existing space. This is indi-
cated by the fact that the total amount of research space increased
by 31 million NASF between 1988 and 1998, a period in which
new construction activity was expected to produce almost 54
million NASF. (See appendix table 6-13.) Thirty percent of all
research-performing colleges and universities started new con-
struction projects during 1996–97.

Science and Public Policy (Steelman report)
Part One—Science for the Nation, I.

Science and the National Interest

6. That a program of Federal assistance to universi-
ties and colleges be developed in the matters of labora-
tory facilities and scientific equipment as an integral part
of a general program of aid to education. (Steelman 1947,
p. 6.)

Part One—Science for the Nation, IV.
A National Science Program

The Need for New Facilities

A national research and development program of the
size we require will necessitate a considerable expan-
sion of research facilities. The extent and nature of this
expansion cannot now be estimated, for the precise prob-
lems upon which we shall be engaged a few years from
now cannot even be imagined today. Nor is it possible to
determine, in view of the number of mixed-purpose fa-
cilities involved and the diversity of accounting meth-
ods, just what our present investment in such facilities
may be. But we can make some informed guesses on
this score as a bench-mark for the future.

The situation respecting the expansion of college and
university facilities is altogether different. Existing fa-
cilities are relatively less adequate here than elsewhere
and require substantial expansion. Additional libraries,
laboratory space and equipment are urgently needed, not
only in terms of the contemplated program of basic re-
search, but to train scientists for research and develop-
ment programs in the near future. Provision must,
therefore, be made for Federal aid to educational insti-
tutions for the construction of facilities and the purchase
of expensive equipment. A beginning was made on this
in connection with the disposal of surplus property. It
must now be put on a long-run basis.

Any such program for federally-financed research fa-
cilities should be part of a broader program of aid to
higher education. In many cases, the expansion of labo-
ratories is possible only if other expansions in plant oc-
cur. The whole problem of university and college
facilities is a broad and integrated one and should be
handled as such. (Steelman 1947, 36.)

17Data on facilities and equipment are taken primarily from several sur-
veys supported by NSF. Although terms are defined specifically in each sur-
vey, in general facilities expenditures (1) are classified as “capital” funds, (2)
are fixed items such as buildings, (3) often cost millions of dollars, and (4)
are not included within R&D expenditures as reported here. Equipment and
instruments (the terms are used interchangeably) are generally movable, pur-
chased with current funds, and included within R&D expenditures. Because
the categories are not mutually exclusive, some large instrument systems could
be classified as either facilities or equipment.

18The information in this section is derived from NSF’s biennial Survey of
Scientific and Engineering Research Facilities at Colleges and Universities.
For more detailed data and analysis on academic S&E research facilities (for
example, by institution type and control), see NSF (2000b).

19“Research space” here refers to the net assignable square footage (NASF)
of space within facilities (buildings) in which S&E research activities take
place. NASF is defined as the sum of all areas (in square feet) on all floors of
a building assigned to, or available to be assigned to, an occupant for specific
use, such as instruction or research. Multipurpose space within facilities,
such as an office, is prorated to reflect the proportion of use devoted to re-
search activities. NASF data for new construction and repair/renovation are
reported for combined years (for example, 1987–88 data are for fiscal years
1987 and 1988). NASF data on total space are reported at the time of the
survey and were not collected in 1986.
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The ratio of planned new construction during the 1986–97
period to 1998 research space differs across S&E fields. More
than half of the research space in the medical sciences at medi-
cal schools and in the computer sciences appears to have been
built in the 1986–97 period. In contrast, less than 20 percent of
the research space for mathematics appears to have been newly
constructed during this period. (See figure 6-10.)

(52 percent) of all research-performing colleges and univer-
sities started new repair/renovation projects during 1996–97.

Sources of Funds. Academic institutions derive their funds
for new construction and repair/renovation of research facili-
ties from three major sources: institutional resources, state
and local governments, and the Federal Government. Institu-
tional resources consist of private donations, institutional
funds, tax-exempt bonds, other debt sources, and other
sources. (See text table 6-2.) In 1996–97:

� institutional resources accounted for 60 percent of all con-
struction funds and 65 percent of all repair/renovation funds;

� state and local governments accounted for 31 percent of
all construction funds and 26 percent of all repair/renova-
tion funds; and

� the Federal Government directly accounted for only 9 per-
cent of all construction funds and 9 percent of all repair/
renovation funds.21

Public and private institutions draw upon substantially dif-
ferent sources to fund the construction and repair/renovation
of research space. The relative distribution of construction
funds between institutional types is as follows:

� Institutional resources accounted for 43 percent of all con-
struction funds at public institutions and 91 percent at pri-
vate institutions.

� State and local governments accounted for 47 percent of
all construction funds at public institutions and 2 percent
at private institutions.

� The Federal Government accounted for 10 percent of all
construction funds at public institutions and 6 percent at
private institutions.

The relative distribution of repair/renovation funds between
institution types is as follows:

� Institutional resources accounted for 40 percent of all re-
pair/renovation funds at public institutions and 91 percent
at private institutions.

� State and local governments accounted for 49 percent of
all repair/renovation funds at public institutions and 2 per-
cent at private institutions.

� The Federal Government accounted for 11 percent of all
repair/renovation funds at public institutions and 7 per-
cent at private institutions.

Adequacy and Condition. Of those institutions report-
ing research space in a field, at least half reported inadequate
amounts of space in every identifiable S&E field except math-

Figure 6-10.
Planned new construction between 1986 and 1997
as a percentage of 1998 research space, 
by S&E field

See appendix table 6-13.
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21Some additional Federal funding comes through overhead on grants and/
or contracts from the Federal Government.  These indirect cost payments are
used to defray the overhead costs of conducting federally funded research
and are counted as institutional funding. A recent memo (Jankowski 1999)
indicates that about 6 to 7 percent of indirect cost payments are a reimburse-
ment for depreciation and use of R&D facilities and equipment.

20It is difficult to report repaired/renovated space in terms of a percentage
of existing research space. As collected, the data do not differentiate be-
tween repair and renovation, nor do they provide an actual count of unique
square footage that has been repaired or renovated. Thus, any proportional
presentation might include double or triple counts, since the same space could
be repaired (especially) or renovated several times.

Repair and Renovation. The total cost of repair/renova-
tion projects has also fluctuated over time. Expenditures for
major repair/renovation (that is, projects costing over
$100,000) of academic research facilities begun in 1996–97
are expected to reach $1.3 billion. (See appendix table 6-14.)
Projects initiated between 1986 and 1997 were expected to
result in the repair/renovation of almost 71 million square
feet of research space.20 (See appendix table 6-13.) Repair/
renovation expenditures as a proportion of total capital ex-
penditures (construction and repair/renovation) have increased
steadily since 1990–91, rising from 22 percent of all capital
project spending to 30 percent by 1996–97. More than half
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ematics, where 44 percent of the institutions reporting indi-
cated that the amount of research space was inadequate.22 (See
text table 6-3.) In some S&E fields, a larger percentage of

academic institutions rate their research space as inadequate
than in others. At least 60 percent of all institutions reported
that their research space was inadequate in each of the fol-
lowing seven S&E fields: the biological sciences in medical
schools (70 percent); the medical sciences in medical schools
(67 percent); the biological sciences outside of medical schools
(64 percent); the physical sciences (64 percent); the earth,
atmospheric, and ocean sciences (62 percent); the social sci-
ences (61 percent); and engineering (60 percent).

Text table 6-2.
Funds for new construction and repair/renovation of S&E research space,
by type of institution and funding source: 1996–97
(Millions of dollars)

Total, all institutions ....................................................... 4,435 3,110 1,325
   Federal Government ..................................................... 392 271 121
   State and local government .......................................... 1,305 967 338
   Institutional sources ...................................................... 2,739 1,873 866
Total, public institutions ................................................ 2,657 1,988 669
   Federal Government ..................................................... 273 201 72
   State and local government .......................................... 1,268 940 328
   Institutional sources ...................................................... 1,116 847 269
Total, private institutions ............................................... 1,776 1,121 655
   Federal Government ..................................................... 118 70 48
   State and local government .......................................... 36 26 10
   Institutional sources ...................................................... 1,622 1,025 597

NOTE: Details may not add to totals because of rounding.

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), Scientific and Engineering Research Facilities at Universities
and Colleges: 1998, in press (Arlington, VA: 2000).
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Institution type and funding source
New construction

and repair/renovation
New

construction
Repair/

renovation

Text table 6-3.
Adequacy of the amount of S&E research space, by field: 1998

Physical sciences ..................................................... 556 36 64
Mathematical sciences ............................................ 416 56 44
Computer sciences .................................................. 395 44 56
Environmental sciences ........................................... 365 38 62
Agricultural sciences ................................................ 108 45 55
Biological sciences—universities and colleges ....... 569 36 64
Biological sciences—medical schools ..................... 127 30 70
Medical sciences—universities and colleges .......... 280 46 54
Medical sciences—medical schools ........................ 127 33 67
Psychology .............................................................. 474 49 51
Social sciences ........................................................ 428 39 61
Other sciences ......................................................... 149 56 44
Engineering .............................................................. 290 40 60

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), Scientific and Engineering Research Facilities at Universities
and Colleges: 1998, in press (Arlington, VA: 2000).
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Field
Total number
of institutions Adequate Inadequate

Percentage of institutions
reporting that their armount of space is:

22Adequate space is defined as the space in the field being sufficient to
support all the needs of the current S&E research program commitments in
the field. Inadequate amount of space is defined as space in the field insuf-
ficient to support the needs of the current S&E research program commit-
ments in the field or nonexistent but needed.
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Survey respondents are asked to rate the condition of their
space. Almost 40 percent of S&E research space was rated as
“suitable for the most scientifically competitive research.”
However, 18 percent of the research space was designated as
needing major repair/renovation, and an additional 5 percent
as needing replacement. The condition of this space differs
across S&E fields. Fields with the greatest area of research
space needing major repair/renovation or replacement include:
the agricultural sciences (7.5 million NASF); the biological
sciences outside medical schools (4.8 million NASF); the
medical sciences in medical schools (4.6 million NASF); en-
gineering (4.3 million NASF); and the physical sciences (3.9
million NASF). Fields with the largest proportion of research
space needing major repair/renovation or replacement include
the agricultural sciences (30 percent), and the environmental
sciences, the biological sciences outside medical schools, the
medical sciences in medical schools, and the medical sciences
outside of medical schools (each with about 25 percent). (See
text table 6-4 and appendix table 6-13.)

Unmet Needs. Determining what universities and colleges
need with regard to S&E research space is a complex matter.
In order to attempt to measure “real” as opposed to “specula-
tive” needs, respondents to the survey were asked to report
whether an approved institutional plan existed that included
any deferred space needing new construction or repair/reno-
vation.23 Respondents were then asked to estimate, for each
S&E field, the costs of such construction and repair/renova-

tion projects and, separately, the costs for similar projects not
included in an approved institutional plan.

In 1998, 54 percent of the institutions reported that they
had to defer needed S&E construction or repair/renovation
projects that would support their current research program
commitments because of insufficient funds. The vast major-
ity of institutions that had deferred projects (87 percent) had
included at least some of these projects in an approved insti-
tutional plan. The total estimated cost for deferred S&E con-
struction and repair/renovation projects (both in and not in an
institutional plan) was $11.4 billion in 1998. Deferred con-
struction projects accounted for 61 percent of this cost and
deferred repair/renovation projects for the other 39 percent.

Deferred construction costs exceeded $1 billion in each of
three fields. Institutions reported deferred repair/renovation
costs in excess of $500 million in the same three fields. These
fields and the deferred costs are: the physical sciences ($1.6
billion construction, $0.9 billion repair/renovation); the bio-
logical sciences outside medical schools ($1.2 billion con-
struction, $0.9 billion repair/renovation); and engineering
($1.0 billion construction, $0.7 billion repair/renovation). (See
appendix table 6-15.)

Equipment
Expenditures.24 In 1997, just under $1.3 billion in cur-

rent fund expenditures were spent for academic research
equipment. About 80 percent of these expenditures were con-

Text table 6-4.
Condition of academic science and engineering research facilities by field: 1998
(Percentages of S&E research space)

All science & engineering ................................... 39.0 38.0 18.0 5.0
Physical sciences .................................................. 36.2 42.3 16.5 4.9
Mathematical sciences ......................................... 44.3 41.4 11.5 2.9
Computer sciences ............................................... 44.1 40.0 10.8 5.0
Environmental sciences ........................................ 33.5 41.0 17.5 8.0
Agricultural sciences ............................................. 32.9 36.8 23.8 6.5
Biological sciences—universities and  colleges ... 39.6 35.5 19.6 5.3
Biological sciences—medical schools .................. 49.3 34.6 14.1 2.0
Medical sciences—universities and colleges ....... 31.7 43.0 20.9 4.4
Medical sciences—medical schools ..................... 43.2 31.4 19.9 5.6
Psychology ........................................................... 40.5 41.0 16.3 2.2
Social sciences ..................................................... 38.8 45.2 14.5 1.5
Engineering ........................................................... 41.2 39.9 14.9 3.9

SOURCE: National Science Foundation, Division of Science Resources Studies (NSF/SRS), Scientific and Engineering Research Facilities at Universities
and Colleges: 1998, in press (Arlington, VA: 2000).
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Field

Suitable for use in
most scientifically

sophisticated research

Requires limited
repair/renovation

to be used effectively
Requires

replacement

Requires major
repair/renovation

to be used effectively

23Four criteria are used to define deferred space in a survey cycle: (1) the
space must be necessary to meet the critical needs of current faculty or pro-
grams, (2) construction must not have been scheduled to begin during the
two fiscal years being covered by the survey, (3) construction must not have
funding set aside for it, and (4) the space must not be for developing new
programs or expanding the number of faculty.

24Data used here are from the NSF Survey of R&D Expenditures at Uni-
versities and Colleges; they are limited to current funds expenditures for
research equipment and do not include funds for instructional equipment.
Current funds—as opposed to capital funds—are those in the yearly operat-
ing budget for ongoing activities. Generally, academic institutions keep sepa-
rate accounts for current and capital funds.
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centrated in three fields: the life sciences (37 percent), engi-
neering (23 percent), and the physical sciences (19 percent).
(See figure 6-11.)

Current fund expenditures for academic research equip-
ment grew at an average annual rate of 3.8 percent (in con-
stant 1992 dollars) between 1981 and 1997. However, average
annual growth was much higher during the 1980s (6.2 per-
cent) than it was during the 1990s (0.7 percent). There were
variations in growth patterns during this period among S&E
fields. For example, equipment expenditures for mathemat-
ics (7.8 percent), the computer sciences (6.4 percent), and
engineering (5.7 percent) grew more rapidly during the 1981–
97 period than did those for the life sciences (2.2 percent)
and psychology (2 percent). (See appendix table 6-16.)

Federal Funding. Federal funds for research equipment
are generally received either as part of research grants—thus
enabling the research to be performed—or as separate equip-
ment grants, depending on the funding policies of the par-
ticular Federal agencies involved. The importance of Federal
funding for research equipment varies by field. In 1997, the
social sciences received slightly less than 40 percent of their
research equipment funds from the Federal Government; in
contrast, Federal support accounted for over 60 percent of
equipment funding in the physical sciences, computer sci-
ences, environmental sciences, and psychology.

The share of research equipment expenditures funded by
the Federal Government declined from 63 percent to 59 per-
cent between 1981 and 1997, although not steadily. This over-

all pattern masks different trends in individual S&E fields.
For example, the share funded by the Federal Government
actually rose during this period for both the computer and the
environmental sciences. (See appendix table 6-17.)

R&D Equipment Intensity. R&D equipment intensity is
the percentage of total annual R&D expenditures from cur-
rent funds devoted to research equipment. This proportion
was lower in 1997 (5 percent) than it was in 1981 (6 percent)
and at its peak in 1986 (7 percent). (See appendix table 6-18.)
R&D equipment intensity varies across S&E fields. It tends
to be higher in the physical sciences and the computer sci-
ences (both about 10 percent in 1997) and engineering (8 per-
cent); and lower in the social sciences (2 percent), psychology
(3 percent), and the life sciences (4 percent). For the social
sciences and psychology, these differences may reflect the
use of less equipment and/or less expensive equipment. For
the life sciences, the lower R&D equipment intensity is more
likely to reflect use of equipment that is too expensive to be
purchased out of current funds and therefore must be pur-
chased using capital funds. (See footnote 24.)

Academic Doctoral
Scientists and Engineers

This section examines major trends over the 1973–97 pe-
riod regarding the composition of the academic science and
engineering (S&E) workforce, its primary activities (teach-
ing vis-à-vis research), and the extent of its support by the
Federal Government. For a discussion of the nature of the
data used here, see sidebar, “Data Source.”

The Academic Doctoral Science and
Engineering Workforce25

Employment of science and engineering doctorates ex-
ceeded 60,000 by 196126 and reached 215,000 by 1973. Since
1973, the number has more than doubled, reaching 505,200
in 1997—a 135 percent increase. (See chapter 3, “Science
and Engineering Workforce.”) Over the 1973–97 period, the
academic employment component increased from an esti-
mated 118,000 to 232,500—a rise of 97 percent.27 (See ap-
pendix table 6-19.) Consequently, the academic employment
share declined over the period from an estimated 55 percent

Millions of constant 1992 dollars

Figure 6-11.
Current fund expenditures for research equipment
at academic institutions, by field: 1981–97

See appendix table 6-16. Science & Engineering Indicators – 2000

NOTE: See appendix table 2-1 for GDP implicit price deflators used
to convert current dollars to constant 1992 dollars.
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25The academic doctoral science and engineering workforce includes full,
associate, and assistant professors and instructors—defined throughout this
section as faculty—lecturers, adjunct faculty, research and teaching associ-
ates, administrators, and postdoctorates.

26NSF (1964).
27The trend data in this section refer to scientists and engineers with doc-

torates from U.S. institutions, regardless of their citizenship status. Compa-
rable long-term trend data for Ph.D.-level scientists and engineers with degrees
from non-U.S. institutions are not available. A 1993 U.S. Department of Edu-
cation survey of academic faculty suggests that this component of the aca-
demic workforce numbers around 13,000. An estimate derived from NSF’s
National Survey of College Graduates, based on the 1990 Census, puts the
number at about 21,000. The higher estimate (which includes postdoctorates
not necessarily covered by the Department of Education’s survey) is likely to
more closely reflect the definitions used in this chapter.
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in 1973 to 46 percent of the doctoral science and engineering
workforce in the 1990s, where it remains—close to its 1945–
47 level.

Growth in academic employment over the past half cen-
tury reflected both the need for teachers, driven by increasing
enrollments, and an expanding research function, largely sup-
ported by Federal funds. The resulting relationship in academia
of teaching and research, and the balance between them, re-
mains the subject of intense concern and discussion28 at the
national level, as well as in academic institutions. Trends in
indicators relating to research funding have been presented
above. Below follow indicators reflecting the personnel di-
mension of these discussions: the relative balance between
faculty and nonfaculty positions; demographic composition
of the faculty; faculty age structure and hiring of new Ph.D.s;
and trends in work responsibilities as reported by S&E Ph.D.s
employed in academia.

A Long-Term Shift Toward Nonfaculty
Employment Continued During the 1990s

Academic employment growth of science and engineer-
ing doctorates was quite low during much of the 1990s, from
an estimated 206,700 in 1989 to 217,500 in 1995—an aver-
age annual increase of less than 1 percent. But by 1997, it had
reached 232,500, reflecting a much stronger average rate of
increase—3.4 percent annually—reminiscent of the growth
rates registered during the 1980s. (See figure 6-12 and ap-
pendix table 6-19.)

Full-time doctoral S&E faculty—full, associate, and as-
sistant professors plus instructors—participated in the 1995–
97 increase. Their number, which had been roughly stable
during the first half of the 1990s, rose strongly from 171,400
in 1995 to 178,400 in 1997. (See figure 6-12.) Nevertheless,
the share of full-time faculty among all doctoral scientists
and engineers with academic employment continued to de-
cline. It reached an all-time low of 77 percent in 1997, from
88 percent in 1973; and 82 percent in 1989. (See appendix
table 6-19.)

Thus, a long-term shift toward nonfaculty employment
continued, as those in nonfaculty ranks—adjunct faculty, lec-
turers, research and teaching associates, administrators, and
postdoctorates—increased from 36,900 in 1989 to 54,200 in
1997. The 47 percent increase for this group stood in sharp
contrast to the 5 percent rise in the number of full-time fac-
ulty. Much of the rise in the nonfaculty segment was due to

The data used in this section to describe the employ-
ment characteristics and activities of academic doctoral
scientists and engineers derive from the biennial sample
Survey of Doctorate Recipients (SDR). SDR has been
conducted since 1973 under the sponsorship of the Na-
tional Science Foundation and several other Federal agen-
cies. It underwent several changes in 1991 and again from
1993 forward which affect the comparability of data from
these years with those of earlier periods.

Through 1989, the sample included three major re-
spondent segments: (1) recipients of S&E doctorates
from U.S. institutions; (2) a small number of holders of
doctorates in other fields working in science or engi-
neering in the survey year; and (3) a small number of
persons with S&E doctorates from non-U.S. institutions.
Starting with the 1991 sample, only recipients of S&E
doctorates from U.S. universities were retained, and per-
sons over 75 years old were ruled out of scope. Further-
more, sampling strata and sample size were reduced in
an effort to improve response rates within budget con-
straints. Other changes in data collection included the
introduction of computer-assisted telephone interview-
ing, which resulted in much higher response rates than
had been attained previously.

Data Source

28Some examples include Presidential Directive for the Review of the Fed-
eral Government-University Partnership (National Science and Technology
Council 1999); Challenges to Research Universities (Noll 1998); “The Ameri-
can Academic Profession” (Daedalus 1997); Science in the National Inter-
est (Clinton and Gore 1994); Stresses on Research and Education at Colleges
and Universities (National Academy of Sciences 1994); Renewing the Prom-
ise: Research-Intensive Universities and the Nation (President’s Council of
Advisors on Science and Technology 1992); Science and Technology in the
Academic Enterprise: Status, Trends, and Issues (National Academy of Sci-
ences 1989); Report of the White House Science Council: Panel on the Health
of U.S. Colleges and Universities (U.S. Office of Science and Technology
Policy 1986).

A 31-month interval between the 1989 and 1991 surveys,
instead of the usual 24 months, had substantive effects on
the 1991 data: for example, a lower-than-average propor-
tion of respondents in postdoctoral status, a higher-than-av-
erage proportion in faculty ranks. The interval between the
1991 and 1993 surveys was also nonstandard, 20 months.

Methodological studies to assess the full impact of these
changes on overall estimates and individual data items are
unavailable. Preliminary investigations suggest that SDR
data permit analysis of rough trends, provided compari-
sons are limited to recipients of S&E doctorates from U.S.
institutions. This has been done herein, with data struc-
tured in accordance with suggestions offered by the Na-
tional Research Council’s Off ice of Scientif ic and
Engineering Personnel, which conducted these surveys
through 1995. Nevertheless, the reader is warned that small
statistical differences should be treated with caution.

The academic doctoral science and engineering
workforce discussed in this chapter includes full, associ-
ate, and assistant professors and instructors—defined
throughout this section as faculty—lecturers, adjunct fac-
ulty, research and teaching associates, administrators, and
postdoctorates. Any discussion herein of status or trends
of particular fields is based on the field of doctorate.



Science & Engineering Indicators – 2000 � 6-21

the growing use of postdoctorates.29 Part-time employment—
including faculty and other positions—accounted for between
2 and 4 percent of the total throughout. (See figure 6-12 and
appendix table 6-19.)

This substantial shift during the 1990s toward nonfaculty
employment touched most major fields. Except for computer
sciences, continued growth in the nonfaculty segment was
the rule. By 1997, full-time faculty percentages had dropped
by as many as 10 percentage points (environmental sciences)
since 1989 alone, with the other fields’ declines falling into
the 4–7 percentage points range. Over the entire period—
1973 to 1997—the drops in the faculty share by field ranged
from 8 to 18 percent. From 1989 to 1997, gains in the number

of full-time faculty were largely confined to Ph.D.s in the life
and computer sciences. For all other fields, their number re-
mained essentially unchanged. (See appendix table 6-19.)

Research Universities’ Employment Grew More
Slowly Than That of Other Academic Institutions

The Nation’s largest research-performing universities—
Carnegie Research I and II institutions30—are widely regarded
as a vital resource in U.S. science and engineering research
and teaching. The number of doctoral scientists and engineers
they employ rose steadily after 1973 but has essentially been
static since 1989, at an estimated 113,600 in 1997. (See ap-
pendix table 6-20.) In contrast, employment at other institu-
tions has grown uninterruptedly, especially  after 1995. Since
1989, the research universities experienced a 6 percent de-
cline in the number of their full-time doctoral S&E faculty,
which was roughly offset by a 24 percent increase in
nonfaculty personnel. Over the same period, other institutions’
doctoral S&E employment expanded by 26 percent, with fac-
ulty rising by 7 percent and nonfaculty appointments more
than doubling.

Behind these trends lie very different hiring patterns prac-
ticed by these institutions, as illustrated by an examination of
their hiring of cohorts of recent doctorates—defined as those
with a doctorate awarded within the last three years. (See fig-

Science and Public Policy (Steelman report)
Part One—Science for the Nation, III. Manpower:

The Limiting Resource

Under present conditions, the ceiling on research and
development activities is fixed by the availability of
trained personnel, rather than the amounts of money
available. The limiting resource at the moment is man-
power.

…Those actually engaged in scientific research, tech-
nical development, and teaching comprise a much smaller
group within this pool—about 137,000 persons
today....But just as the share of the universities and col-
leges in the national research budget has been falling
since 1930, so has their share in the trained manpower
pool: from about 49 percent in 1930 to 41 percent in
1940 and 36 percent in 1947.

This is significant, because college and university
scientists not only perform the major portion of ba-
sic research, but also because they teach. They are
the source of further expansion in our pool of trained
manpower. [Boldface in original]

There is a still smaller group within the 137,000 work-
ing scientists of which note should be taken: the 25,000
highly trained scientists with doctorates in the physical
and biological sciences. As a general proposition,…[their
number] provides a measure of the size of the group on
which we rely for leadership in research, and for advanced
teaching in the sciences.

[The table below, reproduced from volume four, shows
the estimated distribution of doctoral scientists by sec-
tor for 1937–47.]

Colleges and
Year Total universities Industry Government

1937 13,900 8,100 4,300 1,500
1945 23,200 10,000 10,000 3,200
1947 24,500 13,000 9,000 2,500

(Steelman 1947, 15.)

Figure 6-12.
Academic doctoral scientists and engineers by 
type of position: 1973–97

SOURCE: National Science Foundation, Division of Science Resources 
Studies, Survey of Doctorate Recipients, special tabulation.

See appendix table 6-19. Science & Engineering Indicators – 2000
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29For more information on this subject, see “Postdoctoral Appointments”
in chapters 3 and 4.

30Carnegie Classification Research I and II universities. This periodically
revised classification describes research universities as institutions with a
full range of baccalaureate programs, commitment to graduate education
through the doctorate, annual award of at least 50 doctoral degrees, and re-
ceipt of Federal support of at least $15.5 million (average of 1989 to 1991).
These criteria were met by 127 universities. (Carnegie Foundation for the
Advancement of Teaching 1994).
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ure 6-13 and appendix table 6-21.) Except for the early 1970s,
the research universities have consistently hired more recent
Ph.D.s than all other universities and colleges combined. But
their hiring has slowed in the 1990s, while that of the other
institutions has increased. More telling is the distribution of
these new hires by type of appointment. In recent years, fewer
than 30 percent of recent doctorates hired by the research
universities obtained a full-time faculty position—down from
60 percent in 1973. In contrast, almost 60 percent of those
hired by other academic institutions received faculty appoint-
ments (compared to nearly 90 percent in 1973).

In the research universities, employment growth of S&E
doctorates has largely been driven by those identifying research
as their primary activity. (See appendix table 6-20.) Their num-
ber, 22,900 in 1973, had risen to an estimated 60,700 by 1997;
their percentage among the research universities’ doctoral S&E
workforce rose from 35 to 53 percent. In contrast, the number
of those for whom teaching was the primary activity rose from
32,300 in 1973 to a high of 39,200 in 1981 before declining to
33,400 in 1997—a decline from 50 to 29 percent of the total.
Those identifying other functions as their primary work re-
sponsibility—including research management—grew from
9,200 to 19,600 over the period—staying well below 20 per-
cent of the total for virtually the entire period.

In other types of universities and colleges, the number of
doctoral scientists and engineers who identified research as

their primary work activity grew from 4,900 in 1973 to 27,900
in 1997. Their share over the period rose from 9 to 23 per-
cent, steeply increasing from the mid-1980s onward. The
number of those for whom teaching was the primary work
responsibility increased less rapidly, from 41,000 in 1973 to
72,000 in 1997. (See appendix table 6-20.)

Employment patterns also differed among full-time doc-
toral S&E faculty. At the research universities, full-time fac-
ulty overall fell by 6 percent between 1989 and 1997, with
those reporting primary responsibility for research declining
by 3 percent, and those with primary teaching responsibility
by 9 percent. Developments were different in the other insti-
tutions, where full-time faculty rose by 7 percent over the
same period, largely reflecting an increase of 4,300—40 per-
cent—among those with primary research responsibility.

Women Are Increasingly Prominent
in Academic S&E, but Not in All Fields31

The academic employment of women with a doctorate in
science or engineering has risen dramatically over the past
quarter century, reflecting the steady increase in the propor-
tion of S&E doctorates earned by women. Since 1973, when
this type of employment information was first collected, the
number of women has increased more than fivefold, from
10,700 to an estimated 59,200 in 1997. Their proportion of
the doctoral academic S&E workforce has increased from 9
to 25 percent over the period. (See appendix table 6-22.)

A similar rapid growth was registered in the number of
women in full-time faculty positions.32 (See figure 6-14.)
However, even with this strong growth, their proportion of
full-time faculty continues to lag their share of Ph.D. degrees.
This underscores the long time lag involved in changing the
composition of a large employment pool—in this instance,
the academic faculty. Women represented 7 percent of the
full-time doctoral academic S&E faculty in 1973. The effect
of a growing proportion of doctorates earned by women, bol-
stered by their somewhat greater likelihood of choosing early
academic careers, had pushed this proportion to 22 percent
by 1997. By rank, they represented 12 percent of full profes-
sors, 25 percent of associate professors, and 37 percent of the
junior faculty—the latter approximately in line with their re-
cent share of Ph.D.s earned. (See appendix table 6-22.)

Among full-time doctoral S&E faculty, the number of men
declines as one moves from senior ranks—full and associate
professors—to junior-faculty ranks—assistant professors and
instructors. In contrast, the distribution of women is inverted:
more women hold junior faculty positions than are associate
professors, and more are the latter than are full professors.
This pattern is indicative of the recent arrival of significant

Percent of institutions’ newly hired recent S&E Ph.D.s

Figure 6-13.
Recent S&E Ph.D.s hired by research universities
and other academic institutions, by type of
institution and appointment: 1973–97

SOURCE: National Science Foundation, Division of Science Resources 
Studies, Survey of Doctorate Recipients, special tabulations.

See appendix table 6-21. Science & Engineering Indicators – 2000

NOTES: Recent Ph.D.s have earned their doctorates in the three 
years preceding the survey year. Faculty includes full, associate, and
assistant professors plus instructors. "Other positions" include 
part-time, research associate, adjunct, and other types of 
appointments outside the faculty track. Research universities are 
Carnegie Research I and II institutions.
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31Also see “Women Scientists and Engineers” in chapter 3 and “New Ph.D.s
Enter Academia, but the Nature of Their Appointments Has Changed” later
in this chapter.

32These numbers differ from those published in Women, Minorities, and
Persons with Disabilities in Science and Engineering: 1998 (NSF 1999k).
That report’s tables 5-9 through 5-12 show data on employment in four-year
colleges and universities only, excluding faculty in other types of academic
institutions, such as medical schools, two-year colleges, and specialized col-
leges. All of the latter are included here.



Science & Engineering Indicators – 2000 � 6-23

numbers of women doctorates in full-time academic faculty
positions. It indicates that the trend toward increasing num-
bers of women among the faculty will continue—assuming
that women stay in academic positions at an equal or higher
rate than men—but also, that this process will continue to
unfold slowly.

Since 1973, when these data on doctoral scientists and
engineers were first collected, women in academic employ-
ment have been heavily concentrated in a few fields. Fully 84
percent of women scientists and engineers in 1997 had earned
their doctorates in three broad fields: life sciences (42 per-
cent), social sciences (22 percent), and psychology (20 per-
cent); in contrast, only 58 percent of men were in these fields
in 1997. Conversely, only 9 percent of women had degrees in
the physical and environmental sciences in 1997—a steep
decline from 14 percent of women in these fields in 1973—
compared to 19 percent of men. Only 3 percent of all women
had doctorates in engineering, versus 14 percent of men. (See
appendix table 6-22.)

Concentration notwithstanding, when viewed over the en-
tire 1973–97 period, women’s doctoral field choices have
undergone some changes. Among the academically employed,
smaller proportions were found to hold doctorates in the physi-
cal and environmental sciences and mathematics in 1997 than
in the early 1970s; these fields experienced a combined drop
from 20 to 12 percent. Women’s 37 percent life sciences share
in 1973 rose to 42 percent in 1997, and larger percentages of
women were also found with a Ph.D. in engineering and com-
puter science by 1997. However, the proportion of women in
academic employment with degrees in these latter fields re-
mains very low. (See appendix table 6-22.)

Minorities See Large Growth Rates in Ph.D.s in
Academic Employment, but Low Absolute Numbers33

The U.S. Bureau of the Census’s demographic projections
have long indicated an increasing prominence of minority
groups among future college and working-age populations.
With the exception of Asians and Pacific Islanders—who have
been quite successful in earning science and engineering doc-
torates—these groups have tended to be less likely than the
majority population to earn S&E degrees or work in S&E
occupations. Private and governmental activities seek to
broaden the opportunities of American Indians, Alaskan Na-
tives, blacks, and Hispanics to enter these fields. Many target
advanced scientific, engineering, and mathematics training,
including doctoral-level work. What are the trends and status
of these minority groups among S&E Ph.D.s employed in
academia?

The story for these doctoral-level scientists and engi-
neers is one of two trends, one dealing with rates of in-
crease in hiring, the second with the slowly changing
composition of the academic workforce. Rates of increase
in employment have been remarkably steep. (See figure 6-
15.) They far outpaced those for the majority population
and have generally reflected the increased earning of sci-
ence and engineering doctorates by minority group mem-
bers.34 However, a signal feature of these steep increases
is the low bases from which they are calculated. As a re-
sult of the large majority population in the initial academic
S&E doctoral pool,35 American Indians, Alaskan Natives,
blacks, and Hispanics remain a small minority in academia.
Changing the structure of a large employment pool by
changing the composition of the new participants requires
a long time, unless the size of the inflow relative to the
existing pool is large. (See appendix table 6-23.)

Academic employment of underrepresented minorities
with S&E doctorates—American Indians, Alaskan Natives,
blacks, and Hispanics—rose to 13,700 in 1997 from a mere
2,400 in 1973. Over this period, their employment share rose
from 2 to 6 percent, approximately the same as their share
of full-time faculty positions. By 1997, underrepresented
minorities represented about 8 percent of the academic doc-
toral employment of those with degrees in psychology and
the social sciences, 5–6 percent in the physical and life sci-
ences, mathematics, and engineering, but only 3 percent in
computer and environmental sciences. Their faculty percent-
ages were quite similar. (See appendix table 6-23.) The over-
all field distribution of underrepresented minorities broadly
parallels that of the majority population, with two excep-
tions. In 1997, underrepresented minorities were distinctly
less likely than whites to possess Ph.D.s in the life sciences—

Index (1973=100) 

Figure 6-14.
Index of growth in full-time doctoral science and
engineering faculty, by rank and sex: 1973–97

See appendix table 6-22. Science & Engineering Indicators – 2000

NOTES: Junior faculty includes assistant professors and instructors.
Postdoctorate, nonfaculty, and part-time positions are not shown.
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33Also see “Racial or Ethnic Minority Scientists and Engineers” in chap-
ter 3 and “New Ph.D.s Enter Academia, but the Nature of Their Appoint-
ments Has Changed” later in this chapter.

34This in turn, of course, reflects their increasing participation in higher
education and graduate school training. See chapter 4 sections, “Master’s
Degrees, by Race/Ethnicity” and “Doctoral Degrees, by Race/Ethnicity.”

35Here measured from 1973 onward; data covering longer periods are not
readily available.
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28 versus 34 percent—and more likely to hold social sci-
ences doctorates—26 versus 20 percent.

Asians and Pacific Islanders as a group have been quite
successful in entering the academic doctoral workforce in
science and engineering, as their number rose from 5,000 in
1973 to 25,400 in 1997. As a consequence of this rapid growth,
their employment share nearly tripled, from 4 to 11 percent
since 1973. In 1997, Asians and Pacific Islanders represented
27 percent of academically employed computer science
Ph.D.s, 20 percent of engineers, and 14 percent of physical
scientists and mathematicians. Their academic employment
share among environmental and social science Ph.D.s, and
especially psychologists, remained low—7 percent for the two
former fields, less than 3 percent in the latter.36 (See appen-
dix table 6-23.)

Asian and Pacific Islander S&E doctorates in academic
employment were much more concentrated in a few fields

than other population groups. In 1997, 51 percent held de-
grees in the physical, environmental, and computer sciences;
mathematics; or engineering—a much higher proportion than
for whites (34 percent) or underrepresented minorities (28
percent). In part, this reflects the degree-taking choices of
temporary visa-holders, who tend to favor engineering and
mathematics-based sciences over less quantitative fields, and
who often remain in the United States and gain academic em-
ployment. They have constituted more than half of the Asian
and Pacific Islanders’ total during the 1990s.

The Physical Sciences’ Employment
Share Declined; Life Sciences’ Increased

The field composition of science and engineering Ph.D.s
in academic employment over the 1973–97 period has been
remarkably stable, with two notable exceptions: The academic
employment share of Ph.D.s in the physical sciences declined
from 19 to 13 percent, while that of doctorates in the life
sciences rose slightly from 30 to 33 percent. Employment
growth of physical sciences doctorates—rising 37 percent
from 22,100 to 30,200—was much slower than that of other
fields, which grew by a combined 107 percent overall; simi-
lar discrepancies were evident for growth in the full-time fac-
ulty segment. Both physics and chemistry shared this slow
growth trajectory. In contrast, employment of Ph.D.s in the
life sciences increased by more than 120 percent over the
period, rising from 34,900 to 77,300. A large share of this
gain reflected increases in the nonfaculty segment.37 (See
appendix table 6-19.)

The Average Age of the Academic
S&E Faculty Continues to Increase

The rapid pace of hiring of young Ph.D.s into academic
faculty positions during the 1960s to accommodate soaring
enrollments, combined with slower hiring in later years, has
resulted in a continuing increase in the average age of the
U.S professorate. (See figure 6-16.) In 1973, 62 percent of
the doctoral, full-time S&E faculty were under 45 years old,
and only 13 percent were 55 or older. The under-45 group
had shrunk to 50 percent by 1985 and constituted only 38
percent of the total in 1997. Those 55 or older were 21 per-
cent of the total by 1985 and 26 percent in 1997. (See ap-
pendix table 6-24.)

Starting in 1994, provisions of the Age Discrimination in
Employment Act became fully applicable to universities and
colleges; academic institutions could no longer require fac-
ulty to retire at a set age.38 This development led to concerns
about the potential ramifications of an aging professorate for
universities’ organizational vitality, institutional flexibility, and

Index (1973=100) 

Figure 6-15.
Index of growth in full-time doctoral science and 
engineering faculty, by rank and race/ethnicity: 
1973–97     

Science & Engineering Indicators – 2000

NOTES: Senior faculty includes full and associate professor; junior 
faculty includes ranks of assistant professor and instructor. 
Underrepresented minorities include American Indians, Alaskan 
Natives, blacks, and Hispanics. 

SOURCE: National Science Foundation, Division of Science 
Resources Studies, Survey of Doctorate Recipients, various years, 
special tabulations.

See appendix table 6-23.      
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36Pre-1985 estimates are unreliable because of the low number of com-
puter science degree-holders in the sample.

37These trends may have been influenced by the relative field balances in
academic R&D funds. See “Expenditures by Field and Funding Source” ear-
lier in this chapter.

38A 1986 amendment to the Age Discrimination in Employment Act of
1967 prohibited mandatory retirement on the basis of age for almost all work-
ers. Higher education institutions were granted an exemption through 1993,
allowing termination of employees with unlimited tenure who had reached
age 70.
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financial health. These concerns were the focus of study by
the National Research Council (NRC). The study concluded
that “overall, only a small number of the nation’s tenured fac-
ulty will continue working in their current positions past age
70” (NRC 1991, 29), but added: “At some research universi-
ties a high proportion of faculty would choose to remain em-
ployed past age 70 if allowed to do so” (NRC 1991, 38).

Data available now suggest that, for the system as a whole
over the past decade, there has been little substantial change

in terms of retirement behavior. Across all of higher educa-
tion, about 3–4 percent of full-time faculty stays on beyond
age 64, without any major changes over the past decade. As
anticipated by the NRC study, on average, faculty at research
universities tend to keep working somewhat longer than those
elsewhere, but this has been the case for the entire 1973–97
period. The 1995–97 estimate of 4–5 percent for those older
than 64 is in the estimated range for the entire past decade.39

(See appendix table 6-25.)
It is also worth noting that research universities have man-

aged to work toward a relatively more balanced age structure
among their full-time faculty than is seen in other types of
universities and colleges. (See figure 6-17.) The faculty age
distribution in research universities tended to be older, on
average, than that of other academic institutions through the
early 1980s, but that tendency has since reversed. By 1997,
research universities had a greater share of their full-time fac-
ulty in the under-45 age brackets than other institutions, and
a slightly greater share in the above-59 brackets as well. (See
appendix table 6-25.)

New Ph.D.s Enter Academia, but the
Nature of Their Appointments Has Changed40

The hiring by universities and colleges of people with newly
earned S&E doctorates provides a leading indicator of the
composition of the future academic teaching and research
workforce. However, the small number of new entrants rela-

Cumulative percent in age brackets

Figure 6-16.
Age distribution of full-time doctoral 
science and engineering faculty: 1973–97

NOTE: Faculty includes full, associate, and assistant professors
plus instructors.

Science & Engineering Indicators – 2000See appendix table 6-24.
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Figure 6-17.
Age distribution of full-time doctoral science and engineering faculty in research universities and other
institutions: 1973, 1985, and 1997

Science & Engineering Indicators – 2000

NOTES: Faculty includes full, associate, and assistant professors and instructors. Research universities are defined by the Carnegie Corporation for the
Advancement of Teaching by their program scope, Ph.D. production, and Federal funding volume.

See appendix table 6-25.
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39See also “Age and Retirement” in chapter 3.
40No trend data exist on detailed in- and outflows. The data reported here

are “snapshots” of the number and demographic characteristics of doctor-
ate-holders in academic employment who had earned their degree in the
three years preceding the survey.
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tive to the size of the existing academic employment pool
ensures that coming changes will unfold gradually.

The number of recent S&E Ph.D.s—defined as those who
had earned their doctorate in the three years preceding the
survey year—who were hired into academic positions declined
gradually from 25,000 in 1973 through the early 1980s, when
it reached a low of 20,500. Starting in 1987, it rose again and
reached 29,000 in 1997. These new entrants into academia
represented approximately half of all recent S&E doctorate-
holders entering U.S. employment. (See appendix table 6-26.)

But the nature of academic employment for these young
Ph.D.s has shifted considerably over this period. In 1997, only
41 percent reported full-time faculty appointments, compared
with 76 percent in the early 1970s. Concurrently, the propor-
tion holding postdoctorate positions increased steeply, rising
from 13 percent to 41 percent;41 other types of appointments
have risen from 10 to 18 percent. (See appendix tables 6-26
and 6-27.)

The decline in the proportion of new S&E doctorate-hold-
ers with full-time faculty positions affected all fields. To some
extent, these trends reflect the growing importance of early-
career postdoctoral appointments in a number of fields; but
the declines were also evident in those degree fields with rela-
tively small numbers of postdoctorates. (See figure 6-18.) In
the combined physical and environmental sciences, roughly
one in five received a faculty appointment; in the life sci-
ences, one in four. This compared with half or more than half
of those with doctorates in engineering, mathematics and com-
puter sciences, and social and behavioral sciences. (See ap-
pendix table 6-27.)

These changes have also affected the ability of recent S&E
Ph.D.s hired into academia to enter the tenure track. While
about three-quarters of all those hired into a faculty position
were on the tenure track, few recent S&E doctorates received
such an appointment. Overall, only one out of every three
recent S&E doctorates hired into academia received such an
offer.

The composition of these recent academic doctorate-hold-
ers has shifted noticeably over the more than two decades
covered here, reflecting the changes in the population earn-
ing doctorates in science and engineering.42 The proportion
of women has risen from 12 to 39 percent. The proportion of
underrepresented minorities has grown from 2 to 8 percent,
of Asians and Pacific Islanders from 5 to 21 percent, and of

non-citizens43 from 8 to 27 percent. Similar trends are evi-
dent among those in full-time faculty positions, with these
differences: Underrepresented minorities are somewhat bet-
ter represented in the faculty segment than in overall employ-
ment, while Asian and Pacific Islander and non-citizen
doctorate-holders are less well represented, especially since
1993. (See appendix table 6-26.)

The field composition of these recent Ph.D.s reflects the
larger employment changes. In 1997, 37 percent were in the
life sciences (up from 28 percent in 1973), 12 percent were in
the physical sciences (after dropping from 16 percent in 1973
to 10 percent in 1983), 6 percent were in mathematics (down
from 9 percent in 1973), and 17 percent were in the social
sciences (down from 23 percent in 1973). But their field dis-
tribution in full-time faculty and postdoctoral positions dif-
fers from this total employment picture, reflecting the fields’
different propensities to hire new Ph.D.s into the faculty-track,
as well as the general rise of postdoctoral appointments.
Among postdoctorates, 54 percent were in the life sciences
(compared to a life sciences share of 37 percent in total em-
ployment); 19 percent were in the physical sciences (versus a
physical sciences share of 12 percent in total employment).
Conversely, among those with faculty positions, 29 percent
were in the social sciences, versus a 17 percent social sci-
ences share of all recent academic S&E Ph.D.s. (See appen-
dix table 6-27.)

Percent

Figure 6-18.
Percentage of academically employed recent S&E 
Ph.D.s with full-time faculty status, by major field 
group: 1973–97   

Science & Engineering Indicators – 2000

NOTES: Recent Ph.D.s have earned their doctorate in the three years
preceding the survey year. Faculty positions include full, associate, and 
assistant professor and instructor.

See appendix table 6-27.
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41An accurate count of postdoctorates is elusive, and the reported increase
may be understated. A postdoctoral appointment is defined here as a tempo-
rary position awarded primarily for gaining additional training in research.
The actual use of the term, however, varies among disciplines and sectors of
employment. In academia, some universities appoint postdoctorates to jun-
ior faculty positions which carry fringe benefits; in others, the appointment
may be as a research associate. Some postdoctorates may not regard them-
selves as genuinely “employed.” Also see “Postdoctoral Appointments” in
chapters 3 and 4.

42The consequences of these demographic trends in the hiring of recent
Ph.D.s for the composition of the broader academic doctoral S&E workforce
are discussed in earlier sections of this chapter dealing with women and
minorities.

43Includes those in permanent and temporary visa status at time of
doctorate.
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Research and Teaching Activities44

In academic settings, teaching, research, and research train-
ing are often inextricably intertwined. The conduct of aca-
demic research contributes to the production of new
knowledge, educated students, and highly trained research
personnel. Most academic scientists and engineers pursue
teaching, research, and other duties in a mix that may change
with the time of year and the course of their careers.

Participation in Academic Research
and Development Is Once Again Increasing

U.S. universities and colleges are an indispensable resource
in the U.S. R&D system, not only for their education and
training functions: they conduct 12 percent of the Nation’s
total R&D, 27 percent of its basic and applied research, and
48 percent of its total basic research. (For more detail, see
chapter 2.) A measure of the degree of faculty and staff par-
ticipation in academic R&D can be constructed from S&E
doctorate-holders’ designation of one of four research func-
tions45 as a primary or secondary work responsibility. This
yields a lower-bound estimate of the size of the academic
doctoral research workforce broadly defined.46 By this mea-
sure, in 1997 an estimated 164,700 academic doctoral scien-
tists and engineers were engaged in some form of R&D,47 up
from a range of 80,000 to 90,000 during the 1970s. (See fig-
ure 6-19.) Between 1995 and 1997, the number of academic
researchers, which had been essentially stable since the late
1980s following earlier robust growth, increased by 7 per-
cent—by far its strongest increase in the decade. (See appen-
dix table 6-28.)

Approximately 71 percent of all academic doctoral scien-
tists and engineers in 1997 were engaged in research or devel-
opment activities, but this varied by field. At the high end—75
to 79 percent—were engineering, environmental sciences, and
life sciences. Mathematics, psychology, and the social sciences
reported the lowest levels of research activity, ranging from 59
to 66 percent. These field differences in the levels of research
intensity have been fairly consistent over time.

The field composition of academic researchers has re-
mained generally stable, with one exception: The relative
employment shift noted earlier away from doctorates in the
physical sciences and toward the life sciences is also evident
in the research workforce. The share of physical science de-
gree-holders among academic researchers (as defined here)
has declined from 20 to 13 percent since 1973; that of the life
science Ph.D.s has increased from 32 to 35 percent over the
period. Other fields have experienced marginal gains or losses.
(See appendix table 6-28.)

A rough indicator of the relative balance between teaching
and research may be obtained by an examination of responses of
academic doctoral scientists and engineers to a question about
their primary work responsibility. The number of those report-
ing teaching as their primary work responsibility rose from 73,300
in 1973 to 101,000 in 1985 and fluctuated around the 100,000
mark before rising to 105,400 in 1997. In contrast, the number
of those identifying research as their primary work responsibil-
ity increased without interruption from 27,800 in 1973 to 88,600
in 1997. (See appendix table 6-29.)

Thousands

Figure 6-19.
Total employed academic doctoral scientists and
engineers and those with research responsibility:
1973–97

SOURCE: National Science Foundation, Division of Science 
Resources Studies, Survey of Doctorate Recipients, special tabulation.

See appendix table 6-28. Science & Engineering Indicators – 2000

Note. Research responsibility is defined as reported primary or 
secondary responsibility for R&D. Numbers for 1981–85 are  
extrapolated: some respondents were not asked their secondary 
work responsibility (13, 7, and 13 percent, respectively).  
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44This material is based on individual respondents’ reports of their pri-
mary and secondary work responsibilities. The data series—which is drawn
from SDR—is reasonably consistent for the 1973–89 period: respondents
were asked to designate primary and secondary work responsibilities from a
list of items, the core majority of which remained unchanged. Since 1991,
however, primary and secondary work responsibility has had to be inferred
from reports of the activities on which respondents spent the most and the
second-most amount of their average weekly work time. These two methods
yield close—but not identical—results, so the SDR must be considered to
produce a rough indicator only. In addition, some respondents in 1981–85
(13, 7, and 13 percent, respectively) were sent a shortened version of the
questionnaire that did not ask about secondary work responsibility. For these
respondents and these years, secondary work responsibility was estimated
using full-form responses, based on field and type of position held.

45The choices, based on NSF’s Survey of Doctorate Recipients, and for
which definitions are provided, include basic and applied research, develop-
ment, and the design of equipment, processes, structures, and models.

46The estimate fails to account for respondents who ranked research third
or lower in their ordering of work responsibilities. Additionally, for 1981
through 1985, some respondents who received short forms of the survey
questionnaire could not record a secondary work responsibility, thus result-
ing in a definite undercount for these years. All estimates are calculated
based on individuals who provided valid responses to this item.

47An approximate 1993 estimate of the nondoctoral researcher compo-
nent, excluding graduate research assistants, was derived from the U.S. De-
partment of Education’s National Survey of Postsecondary Faculty (NCES
1994). This component was estimated to be approximately 10 percent the
size of the doctoral research workforce, and to be concentrated in the life
sciences (75 percent) and engineering (10 percent). However, an estimate
not restricted to that survey’s definition of faculty, derived from SESTAT,
NSF’s data system on scientists and engineers, puts the number at about
21,000 (NSF 1999j).
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In 1997, fewer than half of all respondents—45 percent—
selected teaching as their primary work responsibility, a decline
from 63 percent in 1973. While some of this decline is driven by
the increasing number of postdoctorates on campus, a similar
drop—from 69 to 53 percent—is observed for those in full-time
faculty ranks. The increasing designation of research activities
as primary work responsibility strongly suggests that the relative
balance between teaching and research has shifted toward the
latter, at least in the perception of these respondents. Those with
other types of primary work responsibility—for administrative
or managerial functions, service activities, and the like—consti-
tuted 13 to 19 percent of the total, and 11 to 17 percent among
full-time faculty over the period, and thus have little influence
on the apparent shift toward increased research emphasis. (See
appendix table 6-30.)

S&E doctorates in full-time faculty positions who earned
their Ph.D. in the three years preceding the survey year show
an interesting variation of this trend. From 1973 through the
late 1980s, their percentage reporting teaching as primary
responsibility declined from 78 to 56 percent, while that re-
porting research as primary rose from 16 to 38 percent. In the
1990s, these trends have reversed, with 68 percent choosing
teaching and 23 percent designating research in 1997. (See
figure 6-20 and appendix table 6-31.)

Federal Support of Academic Researchers
In 1997, 39 percent of the academic doctoral scientists and

engineers reported receiving Federal funding for their re-
search. (See appendix table 6-32.) This was in line with 1993
and 1995 findings, even as the number of academic research-
ers has expanded. These 1990s numbers reflect reports based
on a question about the week of April 15 of the SDR survey
year; those from earlier years (except 1985) were based on

Federal support received over an entire year. If the volume of
academic research activity is not uniform over the entire aca-
demic year, but varies to accommodate teaching and other
activities, a one-week or one-month reference period will
understate the number supported over an entire year.48 Thus,
the 1993–97 numbers (and 1985) cannot be compared directly
to results for the earlier years. This earlier—1973–91—se-
ries indicates a decline in the proportion of federally sup-
ported researchers that coincided with stagnant real Federal
R&D funds to academia during much of the 1970s (see chap-
ter 2), followed by a rise in the proportion supported during
the 1980s, especially during the latter half when Federal aca-
demic R&D funds again rose robustly.

Notable and persistent field differences exist in the pro-
portion of researchers supported by Federal funds.49 Above
the overall S&E average are those with doctorates in the life,
environmental, and physical sciences and engineering. Clearly
below the mean are those in mathematics, psychology, and
the social sciences. The relative position of these fields has
not changed substantially over the past two decades. (See
appendix table 6-32.)

Figure 6-20.
Distribution of primary work activity of recent S&E
Ph.D.s in full-time academic faculty positions:
1973–97

Science & Engineering Indicators – 2000

Percent

NOTE: Recent Ph.D.s have earned their doctorate in the three years
preceding the survey year.

See appendix table 6-31.
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U.S. research universities have traditionally coupled ad-
vanced education with research—in the process providing
scientific and engineering personnel as well as generating new
knowledge. This integration of research and advanced train-
ing in S&E has served the country well as U.S. research uni-
versities attract graduate students from across the nation and
the world. Upon receipt of their advanced degrees, these stu-
dents set out to work in many sectors of the U.S. and other

48Indirect evidence that the extent of support is understated can be gleaned
from the number of senior scientists and postdoctorates supported on NSF
grants. This number is published annually as part of NSF’s budget submis-
sion. It bears a relatively stable relationship to numbers derived from SDR in
1987, 1989, and 1991, but diverges sharply starting in 1993. (The figures
from the two data sources are never identical, however, since NSF’s numbers
reflect those funded in a given fiscal year, while SDR numbers reflect those
who have support from NSF regardless of when awarded.)

49The relative field shares of federally supported researchers appear to be
stable across recent survey years, that is, they are relatively unaffected by
changes in the survey reference period. The distribution (but not the esti-
mated number) based on NSF estimates is quite similar.

Science and Public Policy (Steelman report)
Part One—Science for the Nation, I.

Science and the National Interest

Areas for United States Action

In light of the world situation and the position of sci-
ence in this country, this report will urge:…

5. That a Federal program of assistance to under-
graduate and graduate students in the sciences be de-
veloped as an integral part of an overall national
scholarship and fellowship program. (Steelman 1947, 6.)
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economies, using the skills and knowledge they have acquired
to meet a broad range of challenges.

This close coupling of education and research is reflected
in the variety of forms in which financial support is provided
to S&E graduate students, and particularly to those who are
pursuing doctoral degrees. Support mechanisms include fel-
lowships, traineeships, research assistantships (RAs), and
teaching assistantships (TAs). Sources of support include
Federal agency support, non-Federal support, and self-sup-
port. See “Definitions and Terminology” below for fuller de-
scriptions of both mechanisms and sources of support. Most
graduate students, especially those who go on to receive a
Ph.D. degree, are supported by more than one source and one
mechanism during their time in graduate school, and indi-
vidual graduate students may even receive support from sev-
eral different sources and mechanisms in any given academic
year.

This section focuses on both sources and mechanisms of
financial support, with special emphasis on the role of the
research assistantship, since this form of support is so closely
linked to the availability of academic R&D funds. Financial
support is examined both for students who have just received

their S&E doctorate degree and for all full-time S&E gradu-
ate students, since different types of information are avail-
able for these two distinct groups (see footnotes 51 and 52).
Many of the discussions about U.S. graduate education focus
on the appropriateness of the mechanisms currently used to
support graduate students.50 Documentation of the current
structure and how it has evolved over time helps facilitate
these discussions. For a more in-depth treatment of graduate
education in general, see chapter 4, “Higher Education in
Science and Engineering.” For discussion of the relationships
between financial support and graduate educational outcomes,
see “Graduate Modes of Financial Support and Time to De-
gree” and “Relationship Between Support Modes and Early
Employment of Recent S&E Ph.D.s.” sidebars later in this
chapter.

Support of S&E Graduate Students51

and S&E Doctorate Recipients52

Trends in Support
Full-time S&E graduate student enrollment registered a slight

decline in 1997 for the third consecutive year, as did the number
of such students whose primary source of support was the Fed-
eral Government.53 The number of those whose primary source
of support was from non-Federal sources rose slightly after de-
clines in 1995 and 1996. (See appendix table 6-33.)

The proportion of graduate students with research assis-
tantships (RAs) as their primary support mechanism increased
from 22 to 28 percent between 1980 and 1989, a level about
where it has since remained. This shift toward the use of RAs

Definitions and Terminology
� Fellowships include any competitive award (often

from a national competition) made to a student that
requires no work of the recipient.

� Traineeships are educational awards given to stu-
dents selected by the institution.

� Research assistantships are support given to stu-
dents for which assigned duties are primarily devoted
to research.

� Teaching assistantships are support given to stu-
dents for which assigned duties are primarily devoted
to teaching.

� Other mechanisms of support include work/study,
business or employer support, and support from for-
eign governments that is not in the form of one of
the earlier mechanisms.

� Self-support is support derived from any loans (in-
cluding Federal loans) or from personal or family
contributions.

� Federal support is support received from Federal
agencies including through the GI bill and members
of the Armed Forces whose tuition is paid by the
Department of Defense.

� Non-Federal support is support received from the
student’s institution, from state and local government,
from foreign sources, from nonprofit institutions, and
from private industry.

50See COSEPUP (1995), NSB (1996), and NSF (1996a).
51The data presented on mechanisms and sources of support for S&E gradu-

ate students are from the NSF-NIH annual fall Survey of Graduate Students
and Postdoctorates in Science and Engineering (NSF  1999f). In this survey,
departments report the primary (largest) source and mechanism of support
for each full-time degree-seeking S&E graduate student. No financial sup-
port data are collected for part-time students. Many of the full-time students
may be seeking master’s degrees rather than Ph.D. degrees, particularly in
fields such as engineering and computer sciences. Since departments are
aware of both primary sources and mechanisms of support for their students,
both of these can be examined. Throughout this section, S&E includes the
health fields (medical sciences and other life sciences).

52The data presented on mechanisms of support for S&E doctorate recipi-
ents are from the annual Survey of Earned Doctorates (NSF 1999i). Stu-
dents who have just received their Ph.D.s are asked to respond to this survey.
They are asked to identify their primary and secondary sources of support
during graduate school as well as to check all other sources from which
support was received. Validation studies on the quality of the data received
from respondents to this survey indicate that the information on mechanisms
of support is much better than that on sources. (See NRC 1994.) This is
especially true for students whose primary support is a research assistant-
ship, since they may not always know who is providing the funds that are
supporting them. For this reason, the discussion of doctorate recipients is
confined to mechanisms of support except for self-supported students. Twelve
percent of the respondents in 1997 did not report a primary mechanism of
support.

53Total Federal support of graduate students is underestimated since re-
porting on Federal sources includes only direct Federal support to a student
and support to research assistants financed through the direct costs of Fed-
eral research grants. This omits students supported by departments through
the indirect costs portion of research grants; such support would appear as
institutional (non-Federal) support, since the university has discretion over
how to use these funds.
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was offset by a decline in the proportions supported by
traineeships and self-support. During the 1990s, the propor-
tion of students with traineeships as their primary support
mechanism continued to decline, and the proportion of those
with teaching assistantships (TAs) also began to decline. The
relative decline in the use of these two mechanisms was bal-
anced by an increase in the proportion reporting self-support.
(See figure 6-21.)

These overall shifts in the relative importance of primary
RA support occurred for both students supported primarily
by Federal sources and for those supported by non-Federal
sources (this excludes students whose primary source of sup-
port is self-support). Among students whose primary source
of support was the Federal Government, the rise in the pro-
portion of those with an RA was offset by a fall in the propor-
tion of those with a traineeship. Among students whose
primary source was non-Federal, the shift toward RAs was
balanced by a shift away from TAs.

Patterns of Support by Institution Type
The proportion of full-time S&E graduate students with

primary support from various sources and mechanisms dif-
fers for private and public universities. (See figure 6-22 and
appendix table 6-34.) A larger proportion of full-time gradu-
ate students rely primarily on self-support in private academic
institutions as opposed to those in public institutions—41
versus 30 percent in 1997.

Non-Federal sources are the primary source of support for
a larger proportion of students in public institutions (50 per-
cent) than in private ones (39 percent). About 20 percent of
students in both private and public institutions receive their
primary support from the Federal Government.

A larger proportion of students attending public academic
institutions rely on research assistantships and teaching as-
sistantships as their primary support mechanism (30 percent
and 23 percent, respectively) than those attending private in-
stitutions (20 percent and 12 percent, respectively). This is
balanced by greater reliance on fellowships and traineeships
in private institutions (13 percent and 7 percent, respectively)
than in public ones (7 percent and 3 percent, respectively).

Percent 

Figure 6-21.
Primary support mechanisms for full-time S&E
graduate students: 1980–97    

See appendix table 6-33. Science & Engineering Indicators – 2000

NOTE: S&E also includes the health fields (medical sciences and 
other life sciences).
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Figure 6-22.
Primary support of full-time S&E graduate students, by mechanism and source for private and public 
universities: 1997

See appendix table 6-34. Science & Engineering Indicators – 2000

NOTES: Mechanism percentages do not total to 100 percent because other mechanisms are not included. S&E also includes the health fields
(medical sciences and other life sciences).
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There is considerable interest in whether the amount and
type of financial support given to graduate students has an
effect on outcomes such as degree completion rates, time
to degree, and productivity and success in the labor mar-
ket. Unfortunately, it is extremely difficult to examine many
of these impacts analytically either because of the absence
of data, the subjective nature of the data that is available,
or the inability to capture the outcomes quantitatively. In
addition, most graduate students depend on multiple sources
and mechanisms of support while in graduate school, and
frequently on different sources and mechanisms in differ-
ent phases of graduate work. This makes it quite difficult,
if not impossible, to identify a one-to-one relationship be-
tween a student and a support source or mechanism.

Despite these difficulties, various studies have looked
at some aspects of graduate support and student outcomes.
A recent review of this literature summarized the results as
follows (Bentley and Berger 1998a):

� The bulk of the evidence suggests that students receiv-
ing financial support enjoy higher completion rates and
shorter time to degree than students without financial
support.

� The evidence of the differential effects of alternative
support mechanisms on completion rates is inconsis-
tent. However, students holding fellowships appear to
finish doctoral programs more quickly than teaching and
research assistants.

A recent analysis prepared for NSF (Bentley and Berger
1998b) examined the effects of primary graduate support
mechanisms reported by science and engineering research
doctorate recipients on time to degree. Early on in this analy-
sis it was found that the primary graduate support mecha-
nisms identified by these doctorate recipients are not
randomly distributed across factors that are likely to affect
outcomes. Students majoring in some fields are more likely
to receive one type of support than those majoring in oth-
ers. Nonrandom assignment of primary support mecha-
nisms across personal characteristics was also observed.
For example, older students who are married and have de-
pendents are more likely than other groups to report being
self-supported. Men are more likely than women to report
primary support from research assistantships. Students who
do not switch fields between degrees are more likely to
rely on research assistantships for primary support, while
field switchers are more likely to be self-supporting. Be-
cause of this nonrandom assignment, it was necessary to
use multivariate analyses to measure the impacts of sup-
port mechanisms on outcomes. Variables included in this

Graduate Modes of Financial Support and Time to Degree

analysis in addition to primary support mechanism include
doctoral field, personal characteristics (for example, age,
race/ethnicity, citizenship, marital status), parents’ educa-
tion, field and institution paths (that is, how often indi-
viduals switch academic fields and institutions), and
cumulative debt.

The study found relatively large differences in the
simple averages of time to degree* computed across al-
ternative support mechanisms before the variables men-
tioned above were included in the analysis. For example,
the mean total time to degree for students primarily sup-
ported by fellowships was 7.86 years, significantly less
than the 10.33 years for self-supporting students. How-
ever, much of the differences in average time to degree
across support mechanisms disappear when the effects of
the additional variables are accounted for in the multivari-
ate analysis. In the example above, after controlling for
those other factors affecting time to degree, students pri-
marily supported by fellowships complete their Ph.D. just
0.65 years faster than self-supporting students, rather than
2.47 years faster. The multivariate analysis also showed
relatively small differences in time to degree across alter-
native types of support. For example, students supported
by fellowships complete doctorates only about one-third
of a year faster than students supported by teaching assis-
tantships, and the latter complete degree requirements
nearly as fast as research assistants.

Even after controlling for a number of variables, the
study had several limitations that need to be considered in
interpreting the findings. One of the main difficulties is a
selection problem that is not easily overcome. Fellowships
and assistantships are probably awarded on the basis of
ability and achievement. Some of the measured effects of
these types of support may be due to student characteris-
tics, rather than to the receipt of the award. For example,
if students awarded fellowships have better academic cre-
dentials than others do, one might expect them to finish
their doctorates more quickly. To the extent that graduate
support allocation decisions are successful in sorting stu-
dents by merit and aptitude, it becomes more difficult to
statistically isolate the effect of receiving graduate sup-
port from the effects of other student differences.

*The discussion below refers to total time to degree, which is defined
as years elapsed between the date of the bachelor’s degree and the date of
the doctorate.  There are alternative measures of time to degree that can
be analyzed including graduate time to degree (years elapsed between
the date of entry into the first graduate program and the date of the doc-
torate) and registered time to degree (number of years registered in the
graduate program before receiving the doctorate).
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The Federal Government plays a larger role as the primary
source of support for some mechanisms than for others. (See
figure 6-23.) A majority of traineeships in both private and
public institutions (54 percent and 73 percent, respectively)
are financed primarily by the Federal Government, as are 60
percent of the research assistantships in private institutions
and 46 percent in public institutions. The Federal Govern-
ment provides the primary support for less than 30 percent of
fellowships and less than 2 percent of teaching assistantships
in both public and private institutions.

Support Patterns for All S&E Graduate
Students Versus Doctorate Recipients

Most full-time S&E graduate students do not go on to re-
ceive a Ph.D., and many never intend to do so. Consequently,
it is likely that the financial support patterns of full-time S&E
graduate students will differ from those of S&E Ph.D. recipi-
ents. While the data from the two surveys are not strictly com-
parable, it is useful to compare the primary support patterns
of those students who do earn a Ph.D. with the patterns for all
full-time S&E graduate students to see if they provide a rough
indicator of differences among these two groups.54 Thirty-
four percent of the students receiving their science and engi-
neering Ph.D.s in 1997 reported that their primary mechanism
of support during their time in graduate school was a research
assistantship. This is somewhat higher than the percentage
(27 percent) of full-time science and engineering students for

whom a research assistantship was reported as the primary
mechanism of support. Fellowships and teaching assistant-
ships were reported less frequently as a primary mechanism
of support by those students who earned an S&E Ph.D. (2
percent and 15 percent, respectively) than for all full-time
S&E graduate students (9 percent and 20 percent, respec-
tively). Traineeships, however, were reported more frequently
by those receiving an S&E Ph.D. (7 percent) than for gradu-
ate students in general (4 percent). A considerably smaller
percentage of students receiving an S&E Ph.D. reported self-
support as their primary means of support (20 percent) than
did graduate students in general (33 percent). (See appendix
tables 6-35 and 6-36.) For a brief discussion of overall rather
than primary support for S&E Ph.D.s see sidebar, “Multiple
Modes of Financial Support for S&E Ph.D.s.”

Support Patterns for S&E Doctorate Recipients
by Citizenship, Sex, and Race/Ethnicity

The data on financial support for S&E Ph.D.s also permit
one to look at differences in support patterns by citizenship
status, sex, and race/ethnicity;55 this is not possible with the
graduate student data.56 (See appendix table 6-37.) Foreign
S&E Ph.D. recipients—whether on temporary or permanent
visas—were more likely than U.S. citizens to report a research
assistantship (44 and 45 percent versus 32 percent) or a teach-
ing assistantship (20 and 19 percent versus 14 percent) as
their primary support mechanism and less likely than U.S.
citizens to report a fellowship (1 percent versus 3 percent),
traineeship (5 and 8 percent versus 9 percent), or self-support
(11 and 15 percent versus 27 percent).57

Among U.S.-citizen doctorate recipients, men were much
more likely than women to report a research assistantship (35
versus 27 percent) and much less likely to report self-support
(22 versus 33 percent) as their primary support modes. Al-
though sex differences also existed in the use of fellowships,
traineeships, and teaching assistantships, these were much
smaller than the above-mentioned differences.

Also, among U.S.-citizen S&E Ph.D.s, underrepresented
minorities (American Indians, Alaskan Natives, blacks, and
Hispanics) were less likely than either Asians and Pacific Is-
landers or whites to report research assistantships (21 per-
cent versus 41 and 32 percent) and teaching assistantships (8
percent versus 10 and 15 percent) as their primary support
mechanism and more likely to report fellowships (6 percent
versus 4 and 3 percent) and traineeships (16 percent versus 9
and 8 percent). They were also more likely to report self-sup-
port (26 percent) than Asians and Pacific Islanders (17 per-
cent), but less likely than whites (28 percent). (See figure
6-24.) See “The Debt Burden of New Science and Engineer-

Percent supported by Federal Government

Figure 6-23.
Percentage of full-time S&E graduate students 
with the Federal Government as primary source of
support, by primary mechanism of 
support: 1980–97

See appendix table 6-33. Science & Engineering Indicators – 2000

NOTES: Data shown here do not include students for whom self-
support is their primary source of support. S&E also includes the 
health fields (medical sciences and other life sciences). 
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54As noted earlier, the data for these two groups are derived from two
distinct surveys with different reporting entities and different time frames.

55Since the Survey of Earned Doctorates obtains data from individual re-
spondents, information is available about demographic characteristics such
as citizenship, race/ethnicity, and sex.

56For information on the distribution of and trends in S&E Ph.D.s by sex,
race/ethnicity, and citizenship status, see chapter 4, “Higher Education in
Science and Engineering.”

57Foreign S&E Ph.D. recipients, especially those on temporary visas, are
often not eligible for either Federal loan programs (included in self-support)
or Federal fellowships.
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A recent NSF study (NSF 2000a) examined the entire
matrix of support patterns of science and engineering
(S&E) research doctorates in 1995 (not only their primary
forms of support), showing the distribution of various
modes of support to individuals. The Survey of Earned
Doctorates, which served as the main source of data for
this study, allowed new Ph.D.s to select from 32 separate
support options all the forms of support that they may have
used during graduate school. In the study, these 32 sup-
port options were combined into 7 modes of support:

� fellowship,

� traineeship,

� research assistantship (RA),

� teaching assistantship (TA),

� own funds,

� loans, and

� other.

The study found that 1995 S&E Ph.D.s commonly re-
lied on more than one mode of support. The average num-
ber of modes of support was 2.5 and varied by field, sex,
race/ethnicity, and citizenship. Women tended to rely on
more support modes than men in S&E as a whole and in
most fields. Asians and Pacific Islanders and noncitizens
reported fewer modes of support on average than did other
groups.

Among S&E Ph.D.s as a whole (looking at all forms of
support reported rather than only the primary mode of sup-
port), women were more likely to report having used
traineeships, their own funds, or loans than were men. Men
were more likely than women to receive support in the
form of RAs. For the most part, differences between
women’s and men’s reliance on own funds and RAs are
related to differences in field of doctorate. Women are more
likely than men to be in psychology and in health sci-
ences—fields in which reliance on one’s own funds is com-
mon—and men are more likely than women to be in
engineering and physical sciences—fields in which reli-
ance on RAs is common.

Among both Asian and Pacific Islander and noncitizen
S&E Ph.D. recipients, RAs were the most frequently re-
ported modes. In contrast, the support mode identified by

Multiple Modes of Financial Support for S&E Ph.D.s
the largest percentage of both underrepresented minori-
ties (American Indians, Alaskan Natives, blacks, and His-
panics) and whites was their own funds. Whites and
underrepresented minorities were also more likely to re-
port the use of loans than were Asians and Pacific Island-
ers or noncitizens, and underrepresented minorities were
more likely to report the use of both fellowships and
traineeships than other groups. Although some of these
variations in modes of support were found to be due to
field differences, field differences did not explain all of
the racial/ethnic variations. For instance, Asians and Pa-
cific Islanders reported the largest use of RAs in every
field except the computer sciences and psychology. Also,
in every field, a larger percentage of both underrepresented
minorities and whites reported using their own funds and
loans than did Asians and Pacific Islanders or noncitizens.
Further, in almost every field, higher percentages of
underrepresented minorities than other groups reported
using fellowships and traineeships.

Five combinations of support modes out of a possible
127 were reported by slightly less than half of all 1995
S&E Ph.D. recipients. Two combinations—RA+TA and
RA+own funds—accounted for about 20 percent of all
combinations of modes. RA+TA+own funds and RA alone
were the third and fourth most frequent combinations.
TA+own funds was the fifth most frequently used combi-
nation. Combinations of support modes differ by sex within
some fields. For example, in the health sciences, 12 per-
cent of women and 6 percent of men reported using their
own funds as their only mode of support. In mathematics,
women and men have the same top four combinations of
support but the predominant combination for men was
RA+TA and for women TA+own funds.

Underrepresented minorities were found to use a wider
range of funding combinations and relied more on loans
and own funds than did Asians and Pacific Islanders and
noncitizens. Each of the five top combinations of modes
of support of underrepresented minorities involved use of
their own funds and accounted for only 22 percent of mi-
nority Ph.D. recipients. In contrast, just under 40 percent
of those of Asian or Pacific Islander background received
their support from the RA+TA combination or RA alone,
and the top five combinations accounted for the support
of about 60 percent of those Ph.D.s.

ing Ph.D.s” later in this chapter for differences in the debt
situation of U.S. citizen and foreign Ph.D. recipients, among
racial/ethnic groups, and between men and women.

Since the field distribution of S&E Ph.D. degrees varies across
demographic groups, and the patterns of support differ by S&E
field, some of the differences reported above could be mainly
the result of degree field distribution differences. However, the

data indicate that although degree field distribution does explain
a great deal of the difference in relative importance of primary
support mechanisms between men and women, it does not ac-
count for the differences across either citizenship status or race/
ethnicity. (See appendix tables 6-38, 6-39, and 6-40.)

In the case of foreign S&E Ph.D. recipients, the relative
importance of RAs and TAs as primary support mechanisms
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found in the aggregate compared to U.S. citizens also holds
for most S&E fields, and is particularly strong in both engi-
neering and the computer sciences. Similarly, the lesser rela-
tive reliance on self-support holds in all the broad disciplinary
areas, while the comparatively minor roles of fellowships and
traineeships for foreign doctorate recipients holds in about
half of these fields. (See appendix table 6-38.)

Although among U.S. citizens female S&E doctorate re-
cipients were less likely than males to report an RA as their
primary support mechanism at the aggregate level, this was
not the case in many S&E fields. In five broad fields—math-
ematics, environmental sciences, biological sciences, psychol-
ogy, and social sciences—women were either more or equally
likely as men to report an RA as their primary support mecha-
nism. (See appendix table 6-39.) In addition, in many fields,
differences between men and women in the percentage re-
porting an RA as their primary support mechanism were in
the 1 to 3 percentage point range rather than the 8 percentage
point aggregate differential. Only in the computer sciences
was this differential large—20 percent of the women reported
an RA, compared to 34 percent of the men.

The level of the aggregate difference in reliance on RAs
between men and women can be explained by the fact that
a much larger percentage of women (29 percent) received
their Ph.D. degrees in psychology—a field where RAs are
not a very important primary means of financial support—
than did men (9 percent). The level of the aggregate differ-
ence between sexes in the reliance on self-support as a
primary mode of support can be similarly explained. Once
again, in this case, individual fields do not follow the ag-
gregate pattern. In the environmental sciences, agricultural

sciences, biological sciences, and engineering, women were
less likely than men to identify self-support as their pri-
mary means of support. And in the fields where women
were more likely to rely on self-support than men, only in
the health sciences was the difference between them (52
percent versus 39 percent) as large as the aggregate differ-
ence reported. In the other fields, differences ranged be-
tween 1 and 5 percentage points.

In the case of U.S.-citizen underrepresented minority S&E
Ph.D. recipients, the aggregate findings also hold for most
broad disciplinary areas. (See appendix table 6-40.) For ex-
ample, only in the health sciences is the percentage of
underrepresented minorities higher than the percentage of
white Ph.D. recipients reporting RAs as their primary mecha-
nism of support. And only in the social sciences is the per-
centage of underrepresented minorities higher than the
percentage of Asian and Pacific Islander Ph.D. recipients re-
porting RAs as their primary mechanism of support.

Percent

Figure 6-24.
Primary forms of support for 1997 U.S. citizen
S&E Ph.D. recipients, by race/ethnicity

Science & Engineering Indicators – 2000

NOTES: Percentages do not total to 100 due to omission of other 
nonspecified forms of support, nonrespondents, and rounding. 
Underrepresented minorities include American Indians, Alaskan 
Natives, blacks, and Hispanics. S&E also includes the health fields 
(medical and other life sciences).
 
See appendix table 6-37.
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Science and Public Policy (Steelman report)
Part One—Science for the Nation, IV.

A National Science Program

Scientists for the Future

Our scientific strength depends neither solely upon
our present supply of scientists, nor upon those stu-
dents now being trained. It depends ultimately upon a
steady flow of able students into our colleges and uni-
versities. What we require as a Nation is to extend
educational opportunities to all able young people,
leaving it to them to determine the field of study they
desire to pursue. In normal times, freedom of choice
must be allowed to operate in education, as well as
elsewhere, if we are to preserve our free institutions.
No agency of the Government is sufficiently far-see-
ing—nor ever likely to be—to foretell 15 or 20 years
in advance the fields in which we shall need most
trained people. In free competition, the physical and
biological sciences will get their share.

The expanding grants in support of basic research
will provide an opportunity for the employment of
more graduate students in such research programs. This
will enable the universities themselves to choose the
best of their present students as research assistants and
will in turn result in better scientific training. (Steelman
1947, 35-6.)

Research Assistantships as a Primary
Mechanism of Support

Graduate Research Assistantships by S&E Field
Research assistantships accounted for 27 percent of all

support mechanisms for full-time S&E graduate students in
1997. However, the mix of support mechanisms, and thus the
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role of research assistantships as the primary support mecha-
nism, differs by S&E field. (See appendix table 6-36.) RAs
comprise more than 50 percent of the primary support mecha-
nisms for graduate students in atmospheric sciences, ocean-
ography, agricultural sciences, chemical engineering, and
materials engineering. They account for less than 20 percent
in all the social sciences, mathematics, and psychology.

The number of graduate students with a research assis-
tantship as their primary mechanism of support increased from
just over 50,000 in 1980 to a peak of 92,000 in 1994, and by
1997 fell to 88,000. (See appendix table 6-41.) In just about
every S&E field, the percentage of graduate students with a
research assistantship as their primary means of support was

higher in 1997 than in 1980. The largest increases were in the
biological sciences (14 percentage points), in both the agri-
cultural and the medical sciences (10 percentage points each),
and in a number of engineering fields—electrical/electronic
engineering (11 percentage points), chemical engineering (10
percentage points), and civil and industrial engineering (9
percentage points each). (See figure 6-25.)

All S&E Graduate Students
Versus Doctorate Recipients

Although not strictly comparable, data from the Ph.D. and
graduate student surveys suggest that the relative utilization
of a research assistantship as a primary mechanism of sup-

Relationship Between Support Modes
and Early Employment of Recent S&E Ph.D.s

A recent NSF Issue Brief (NSF 1998a) examined the
relationships between the primary mechanism of finan-
cial support reported by recent science and engineering
(S&E) Ph.D.s* and the sector in which they were em-
ployed and their primary work activity within one to two
years after conferral of their doctorate.

Since 1979, in every year of the biennial Survey of
Doctorate Recipients (odd years), about half of recent
S&E Ph.D.s with primary research assistantship, fellow-
ship, traineeship, or teaching assistantship support were
working in academic institutions. However, with a few
minor exceptions, since 1979 those with primary RA
support had a relatively greater propensity for industry
employment—and a lower propensity for academic
jobs—than those with primary fellowships, traineeships,
and teaching assistantships. (See text table 6-5.) For ex-
ample, in 1995 industry employed a third of those with
RA support, but only 21 percent of those with TA sup-
port, 19 percent of those with fellowships, and 15 per-
cent of those with traineeships. Academic institutions
employed 51 percent of those with RA support, but 61
percent of those with fellowship, 65 percent of those with
traineeship, and 66 percent of those with TA support.

A small number of universities—about 125**—domi-
nate the conduct of academic research, while a much
larger number—about 1,600—award four-year and ad-
vanced degrees in science and engineering. The study
found that RA- and fellowship-supported S&E Ph.D.s
who did enter academic employment disproportionately
ended up working at these research universities. From
1979 to 1995, these institutions employed from 59 to 68
percent of all the recent S&E Ph.D.s who were working
in colleges and universities, but 71 to 84 percent of those
in academic employment who had primary RA support,
and 72 to 90 percent of those with primary fellowship
support.

The study also found that although recent S&E Ph.D.s
tended to designate research as their primary activity

more frequently than teaching, their responses differed
with primary support mode. (See text table 6-5.) In 1995,
73 to 75 percent of recent S&E Ph.D.s with research
assistantships and fellowships identified research as their
primary job activity, compared to 56 percent overall, 54
percent of those with traineeships, and 40 percent of those
with a teaching assistantship. This pattern also has been
quite consistent since 1979, although 1995 is anoma-
lous for the relationship between traineeships and work
activity that appeared to hold during 1979–93.

A significantly greater percentage of those with teach-
ing assistantships as primary support and a significantly
smaller percentage of those with a research assistant-
ship were likely to report teaching as their primary work
activity than the overall population of recent S&E Ph.D.s.
This was true throughout the 1979–95 period. For S&E
Ph.D.s with fellowships or traineeships, the propensity
to report teaching as their primary work activity varied
over these years.

The available data do not provide any information
about the causes of these patterns. Therefore it is not
clear whether students who desire careers as researchers
or in industry seek out RA support or whether the expe-
riences associated with RA support influence the choice
of employment sector and type of work sought by recent
S&E Ph.D.s. In addition, the relationships between pri-
mary support mechanism, employment sector, and pri-
mary work activity may in part reflect factors not
examined here, particularly distribution of support
mechanisms across specific fields and sectoral employ-
ment differences across these fields.

*Data for this analysis were from NSF’s annual Survey of Earned
Doctorates (primary support mode) and its biennial Survey of Doctor-
ate Recipients (sector of employment and primary work activity). For
this analysis, recent S&E Ph.D.s are defined as those receiving their
doctorate degree in the two years preceding the biennial Survey of
Doctorate Recipients.

**The Carnegie Commission calls them the Research Universities.
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Text table 6-5.
Percent of recent S&E Ph.D.s working in academe or industry, or with research or teaching as primary work
activity, by selected primary mechanism of support: 1979–1995

Work sector

Academe
   1979 .................................... 52 49 60 68 56
   1981 .................................... 50 44 61 62 55
   1983 .................................... 49 48 58 60 59
   1985 .................................... 50 49 59 55 65
   1987 .................................... 47 45 60 55 43
   1989 .................................... 49 45 57 68 75
   1991 .................................... 49 46 58 62 63
   1993 .................................... 51 49 71 58 62
   1995 .................................... 54 51 66 65 61
Industry
   1979 .................................... 21 30 24 14 20
   1981 .................................... 27 39 23 13 27
   1983 .................................... 26 35 26 16 17
   1985 .................................... 25 32 22 17 23
   1987 .................................... 24 31 18 19 26
   1989 .................................... 25 30 23 13 17
   1991 .................................... 26 32 23 20 19
   1993 .................................... 28 34 16 21 28
   1995 .................................... 27 33 21 15 19

Primary work activity

Research
   1979 .................................... 47 60 47 52 56
   1981 .................................... 51 76 44 54 73
   1983 .................................... 53 70 50 63 73
   1985 .................................... 53 73 50 71 60
   1987 .................................... 56 76 55 74 66
   1989 .................................... 59 78 59 73 79
   1991 .................................... 56 75 46 64 75
   1993 .................................... 58 75 47 69 80
   1995 .................................... 56 75 40 54 73
Teaching
   1979 .................................... 24 15 34 24 24
   1981 .................................... 22 11 35 21 17
   1983 .................................... 21 15 28 17 9
   1985 .................................... 20 15 31 12 26
   1987 .................................... 19 12 30 7 21
   1989 .................................... 18 8 31 11 17
   1991 .................................... 19 11 34 17 13
   1993 .................................... 17 8 38 14 11
   1995 .................................... 18 9 35 20 15

Average N .............................. 28,487 7,958 4,290 2,833 746

NOTES:  Recent S&E Ph.D.s are those receiving their degrees in the two years preceding the survey year of the biennial Survey of Doctorate Recipients.
Percentages represent the percent of recent S&E Ph.D.s in each year that work in academe and industry or that report research and teaching as primary
work activity, but do not sum to 100 percent since employment sectors other than academe and industry and work activities other than research and
teaching are not shown.  Industry includes self employment. “ Average N”  is average number of recent S&E Ph.D.s across the nine survey years for each
primary support mechanism and for the “ All”  category includes all recent S&E Ph.D.s including those with mechanisms not shown (own/family resources,
loans, other nonspecified, and missing).

SOURCES: National Science Foundation, Division of Science Resources Studies (NSF/SRS), Survey of Earned Doctorates and Survey of Doctorate
Recipients, various years, special tabulations.
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port was rather similar at a broad disciplinary level between
full-time S&E graduate students and S&E Ph.D. recipients.
(See figure 6-26.) Research assistantships were once again
quite prominent in the physical sciences, environmental sci-
ences, and engineering and much less prominent in math-
ematics, social sciences, and psychology. However, in both
the life sciences and the computer sciences, research assis-
tantships played a much larger role as a primary support
mechanism for those receiving their doctorate than for the
average full-time S&E graduate student.

Sources of Support
In 1997, about one-third of graduate research assistants

were in the life sciences, with an additional 30 percent in
engineering and 13 percent in the physical sciences. The Fed-
eral Government was the primary source of support for about
half of all graduate students with a research assistantship as
their primary mechanism of support. (See appendix table 6-
42.) This proportion declined from 57 percent in 1980 to about
50 percent in 1985, where it has since remained. (See figure
6-27 and appendix table 6-43.) The Federal role, however,
differs by S&E field. The Federal Government was the pri-
mary source of support for considerably more than half of
the research assistants in the physical sciences (72 percent),
the environmental sciences (61 percent), and the computer
sciences (60 percent), and for considerably less than half in
the social sciences (21 percent) and psychology (31 percent).

Federal Agency Support58

During most of the 1980s NSF was the Federal agency
that was the primary source for the largest number of gradu-
ate research assistantships. It was surpassed by the entire HHS
in 1989 and by NIH in 1993. (See appendix table 6-44.) Be-
tween 1980 and 1997, the percentage of Federal graduate re-
search assistantships financed primarily by NIH increased
from about 19 percent to 26 percent, while the percentage
financed primarily by NSF increased from 26 percent to a
peak of 28 percent in 1984, then fell to 24 percent. The DOD
share has fluctuated between 10 and 16 percent over the same
period and the USDA share between 6 and 7 percent (since it
was first reported in 1985). NASA’s share in 1997 (only the
second year it was reported) was just under 5 percent.

Figure 6-25.
Percentage of full-time S&E graduate students 
with a research assistantship as primary 
mechanism of support, by field: 1980–97

See appendix table 6-41. Science & Engineering Indicators – 2000
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Figure 6-26.
Indicator of relative importance of research 
assistantships as primary mechanism of support 
for full-time S&E graduate students and S&E Ph.D. 
recipients, by field: 1997

NOTES: Since the data for graduate students and Ph.D.s are derived 
from two distinct surveys with different reporting entities and different 
time frames, these percentages are not strictly comparable. They are 
only intended to serve as a rough indicator of the similarities and 
differences between relative use of RAs as a primary support 
mechanism by the two groups. Life sciences also includes the health 
fields (medical sciences and other life sciences).

See appendix tables 6-35 and 6-36.
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58Only five Federal agencies are reported on individually as primary sources
of support to S&E graduate students in the Survey of Graduate Students and
Postdoctorates in Science and Engineering: DOD, NSF, USDA, NASA, and
HHS, with the latter being reported as two distinct units—NIH and other
HHS. DOE has been added to the 1999 survey.
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Just as Federal agencies emphasize different S&E fields
in their funding of academic research, it is not surprising to
find that they also emphasize different fields in their support
of graduate research assistants. HHS and especially NIH con-
centrate their support in the life sciences (70 percent and 73
percent, respectively), as does USDA (74 percent). DOD con-
centrates its support in engineering (58 percent). NSF, on the
other hand, has a more diversified support pattern, with just
over one-third in engineering, 29 percent in the physical sci-
ences, and 10 percent each in the environmental and the life
sciences. (See figure 6-28 and appendix table 6-45.) Although
an agency may place a large share of its support for research
assistants in one field, it may not necessarily be a leading
contributor to that field. (See figure 6-29 and appendix table
6-46.) NSF is the lead supporting agency in mathematics (41
percent of federally supported RAs), the environmental sci-
ences (41 percent), the physical sciences (37 percent), and in
engineering (29 percent). NIH is the lead support agency in
the life sciences (60 percent), psychology (56 percent), and
sociology (36 percent). DOD is the lead support agency in
the computer sciences (43 percent) and in electrical engineer-

ing (45 percent), and also provides an almost identical level
of support as NSF for total engineering. USDA is the lead
support agency in the agricultural sciences (56 percent) and
economics (52 percent). NASA is the lead support agency in
astronomy (45 percent) and aeronautical/astronautical engi-
neering (36 percent).

The Spreading Institutional Base
During the 1980–97 period, the number of universities and

colleges reporting at least one full-time S&E graduate stu-
dent with a research assistantship as his or her primary mecha-
nism of support has fluctuated between 400 and 435, with a
slight upward trend, reaching its highest level in 1993. Not
surprisingly, however, there was basically no change in the
number of currently designated Carnegie research or doctor-
ate-granting institutions reporting at least one graduate stu-
dent with primary research assistantship support during this
period; this number fluctuated between 219 and 224. Since
these institutions had probably been receiving research funds
over the entire period, it is likely that they were supporting
graduate students with research assistantships as their pri-
mary support mechanism. Thus, most of the fluctuation and
the entire increase in the number of institutions reporting at
least one graduate student receiving a research assistantship
as their primary support mechanism occurred among com-
prehensive; liberal arts; two-year community, junior, and tech-
nical; and professional and other specialized schools. (See
appendix table 6-47.) Only 46 percent of this group of schools
reported at least one graduate student with an RA as primary
support mechanism in 1980, compared to 57 percent in 1997.59

Throughout this period, considerably fewer institutions
reported students with primary RA support financed prima-
rily by the Federal Government than reported students with
such support financed primarily from non-Federal sources.
This difference is particularly pronounced among the “other”
Carnegie institutions, 114 (32 percent) of which report RAs
supported by the Federal Government in 1997 compared to
185 (51 percent) that report RAs financed by non-Federal
sources. Why so many fewer other institutions report the Fed-
eral Government as a primary source of funds for research
assistantships than receive R&D funds from the Federal Gov-
ernment is unclear.

Figure 6-27.
Percentage of full-time S&E graduate students 
with a research assistantship as primary support 
mechanism whose primary source of support is 
the Federal Government, by field: 1980–97

NOTE: Research assistants (RAs) are students for whom a research 
assistantship is reported as their primary mechanism of support. Life 
sciences also includes the health fields (medical sciences and other 
life sciences). 

See appendix table 6-43. Science & Engineering Indicators – 2000
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59Percentages are calculated by dividing the number of schools reporting
at least one RA into the number of schools responding to the survey. If an
institution does not report any full-time graduate students with an RA as
their primary support mechanism, it does not necessarily mean that the insti-
tution does not have any graduate students being supported by research as-
sistantships. It simply indicates that the research assistantship is not the
primary mechanism of support for any of the students attending that institu-
tion.
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Figure 6-28.
Field distribution of full-time S&E graduate 
students with a research assistantship as primary 
support mechanism, by federal agency of primary 
support: 1997

NSF = National Science Foundation; DOD = Department of Defense;
NIH = National Institutes of Health: HHS = Department of Health and 
Human Services; USDA = Department of Agriculture; NASA = 
National Aeronautics and Space Administration

NOTE: The agencies cited here are the only ones for which graduate 
support data are reported in 1997. Life sciences also includes the 
health fields (medical sciences and other life sciences).

See appendix table 6-45. Science & Engineering Indicators – 2000
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Figure 6-29.
Federal agency distribution of full-time S&E 
graduate students with a research 
assistantship as primary support mechanism, by 
field: 1997

NSF = National Science Foundation; DOD = Department of Defense;
NIH = National Institutes of Health: HHS = Department of Health and 
Human Services; USDA = Department of Agriculture; NASA =
National Aeronautics and Space Administration

NOTE: The agencies cited here are the only ones for which graduate 
support data are reported in 1997. Life sciences also includes the 
health fields (medical sciences and other life sciences).
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Text table 6-6.
Cumulative debt related to the education of S&E doctorate recipients, by citizenship status, sex, race/ethnicity,
and field: 1997

All S&E fields All ..................................................................... 28,241 47 29 14
U.S. citizen ...................................................... 16,686 40 37 19
Foreign ............................................................ 9,530 67 21 9
Male (U.S. citizen) ............................................ 9,948 40 37 18
Female (U.S. citizen) ........................................ 6,738 40 36 20
Asian/Pacific Islander (U.S. citizen) ................. 1,043 44 32 14
White (U.S. citizen) .......................................... 13,902 41 37 19
Underrepresented minority (U.S. citizen) ......... 1,238 28 40 27

Physical sciences All ..................................................................... 3,711 51 32 9
U.S. citizen ...................................................... 2,112 40 43 12
Foreign ............................................................ 1,376 73 19 6
Male (U.S. citizen) ............................................ 1,644 40 43 12

Page 1 of 2

Number of
Ph.D.s No debt < or = $20K >$20K

Percent with

The Debt Burden of New Science and Engineering Ph.D.s
Two NSF Issue Briefs (NSF 1998b and 1999c) examined

the debt owed by 1993–96 science and engineering (S&E)
doctorate recipients at the time of Ph.D. conferral for under-
graduate and/or graduate education expenses (data do not
allow them to be separated) for tuition and fees, living ex-
penses and supplies, and transportation to and from school.
Differences were highlighted in the debt situation of U.S.
citizen and foreign Ph.D. recipients, among racial/ethnic
groups, and between men and women.

The main findings of these studies were:

� U.S. citizens were more likely to report at least some debt,
and to owe larger amounts, than were foreign students.

� Among U.S. citizens, a smaller percentage of
underrepresented minority (American Indian, Alaskan
Native, black, and Hispanic) S&E Ph.D. recipients were
debt free compared to whites or Asians and Pacific Is-
landers. Among those with debt, underrepresented mi-
norities reported higher levels of debt than their white or
Asian and Pacific Islander counterparts.

� Among U.S. citizens there was little difference between
the debt situation of men and women at the aggregate
S&E level, but these aggregate findings actually masked
some field differences in the debt situation between male
and female S&E Ph.D. recipients.*

Data for 1997 S&E doctorate recipients show similar re-
sults to the earlier studies. (See text table 6-6.) Overall, just
under half of those who received their S&E Ph.D.s in 1997
reported having no debt at the time of Ph.D. conferral. An
additional 29 percent reported total debt burdens of $20,000
or less and another 14 percent reported debt levels exceed-
ing $20,000.** Only 40 percent of U.S. citizen Ph.D.s re-

ported being free of debt compared to two-thirds of those
without U.S. citizenship. Nineteen percent of U.S. citizens
reported debt burdens exceeding $20,000, and 37 percent
reported debt of less than $20,000; for foreign Ph.D. recipi-
ents, comparable percentages were 9 and 21 percent, respec-
tively.

Among U.S. citizens, only 28 percent of underrepresented
minority S&E Ph.D. recipients reported not having any debt,
compared to 41 percent for whites and 44 percent for Asians
and Pacific Islanders. They also reported higher levels of
debt than their white or Asian and Pacific Islander counter-
parts. Even though underrepresented minorities are more
likely to receive their Ph.D.s in fields subject to greater like-
lihood and higher levels of debt (psychology and the social
sciences), the aggregate differences are not primarily the re-
sult of field distribution differences. In each of the fields
presented in text table 6-6, except for the environmental sci-
ences, a smaller percentage of underrepresented minorities
reported not having any debt than either whites or Asians
and Pacific Islanders. In addition, in each field the percent-
age of underrepresented minorities reporting debt greater
than $20,000 is always greater than the percentage of Asian
and Pacific Islanders or whites reporting such debt.

Once again, in 1997, there was little difference at the
aggregate level between the debt situation of men and
women. Forty percent of each group reported having no debt.
Thirty-six percent of the women reported debt less than
$20,000 compared to 37 percent of the men; 20 percent re-
ported debt exceeding $20,000 compared to 18 percent of
men. However, in all but two of the fields presented in the
text table—the computer sciences and the environmental
sciences—a larger proportion of women reported not hav-
ing any debt than did men. Some of the differences reported
are substantial. Also, in most fields a smaller percentage of
women than men reported debt exceeding $20,000.

*A major reason that aggregate data show similarities in the debt situ-
ation of men and women is that psychology, the field with the highest
percentages and levels for educational debt, accounts for about 30 per-
cent of women’s S&E Ph.D.s compared to 10 percent of men’s.

**Some respondents failed to furnish this information.

Ph.D. field Status
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Text table 6-6.
Cumulative debt related to the education of S&E doctorate recipients, by citizenship status, sex, race/ethnicity,
and field: 1997

Physical sciences Female (U.S. citizen) ........................................ 468 41 44 11
Asian/Pacific Islander (U.S. citizen) ................. 155 45 38 8
White (U.S. citizen) .......................................... 1,779 41 44 12
Underrepresented minority (U.S. citizen) ......... 106 29 43 18

Mathematics All ..................................................................... 1,112 58 26 7
U.S. citizen ...................................................... 516 50 36 9
Foreign ............................................................ 516 73 18 5
Male (U.S. citizen) ............................................ 378 48 36 11
Female (U.S. citizen) ........................................ 138 55 37 4
Asian/Pacific Islander (U.S. citizen) ................. 34 44 26 9
White (U.S. citizen) .......................................... 440 52 37 9
Underrepresented minority (U.S. citizen) ......... 22 32 32 23

Computer sciences All ..................................................................... 889 59 22 9
U.S. citizen ...................................................... 417 58 28 10
Foreign ............................................................ 403 69 18 9
Male (U.S. citizen) ............................................ 336 58 29 10
Female (U.S. citizen) ........................................ 81 58 26 10
Asian/Pacific Islander (U.S. citizen) ................. 42 57 29 2
White (U.S. citizen) .......................................... 337 60 28 10
Underrepresented minority (U.S. citizen) ......... 20 40 40 20

Environmental sciences All ..................................................................... 862 51 30 9
U.S. citizen ...................................................... 518 46 40 11
Foreign ............................................................ 281 70 16 7
Male (U.S. citizen) ............................................ 380 47 39 11
Female (U.S. citizen) ........................................ 138 42 41 12
Asian/Pacific Islander (U.S. citizen) ................. 18 33 50 0
White (U.S. citizen) .......................................... 458 46 41 11
Underrepresented minority (U.S. citizen) ......... 23 57 22 22

Life sciences All ..................................................................... 8,077 47 32 12
U.S. citizen ...................................................... 5,032 42 39 15
Foreign ............................................................ 2,539 65 23 8
Male (U.S. citizen) ............................................ 2,589 37 41 18
Female (U.S. citizen) ........................................ 2,443 47 37 12
Asian/Pacific Islander (U.S. citizen) ................. 314 50 30 13
White (U.S. citizen) .......................................... 4,234 42 40 15
Underrepresented minority (U.S. citizen) ......... 351 29 46 22

Psychology All ..................................................................... 3,489 25 28 32
U.S. citizen ...................................................... 2,886 26 32 37
Foreign ............................................................ 217 53 28 18
Male (U.S. citizen) ............................................ 944 23 30 42
Female (U.S. citizen) ........................................ 1,942 28 32 35
Asian/Pacific Islander (U.S. citizen) ................. 101 31 24 39
White (U.S. citizen) .......................................... 2,422 27 32 37
Underrepresented minority (U.S. citizen) ......... 319 19 34 40

Social sciences All ..................................................................... 4,049 40 32 19
U.S. citizen ...................................................... 2,517 34 37 25
Foreign ............................................................ 1,209 58 27 11
Male (U.S. citizen) ............................................ 1,399 32 39 24
Female (U.S. citizen) ........................................ 1,118 37 35 25
Asian/Pacific Islander (U.S. citizen) ................. 94 33 36 19
White (U.S. citizen) .......................................... 2,106 36 37 24
Underrepresented minority (U.S. citizen) ......... 222 22 44 33

Engineering All ..................................................................... 6,052 57 25 10
U.S. citizen ...................................................... 2,688 50 34 11
Foreign ............................................................ 2,989 68 20 10
Male (U.S. citizen) ............................................ 2,278 49 33 12
Female (U.S. citizen) ........................................ 410 51 37 9
Asian/Pacific Islander (U.S. citizen) ................. 285 45 32 12
White (U.S. citizen) .......................................... 2,126 51 34 11
Underrepresented minority (U.S. citizen) ......... 175 42 36 17

NOTES: Percentages do not total to 100 due to rounding and omission of nonrespondents from table. Underrepresented minorities include American
Indians/Alaskan Natives, blacks, and Hispanics. Debt is for undergraduate and/or graduate education expenses for tuition and fees, living expenses and
supplies, and transportation to and from school.

SOURCE: National Science Foundation, Division of Science Resources Studies, Survey of Earned Doctorates, various years, special tabulations.
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Outputs of Scientific and Engineering
Research: Articles and Patents

The products of academic research include trained per-
sonnel and advances in knowledge. Trained personnel have
been discussed in chapter 4 of this volume and earlier in this
chapter. This section presents two sets of indicators of ad-
vances in knowledge: articles published in a set of the world’s
most influential refereed journals (see sidebar, “Data Sources
for Article Outputs”), and patents awarded to U.S. universi-
ties and colleges.

While academic researchers contribute the bulk of all sci-
entific and technical articles published in the United States,
the focus in this section is considerably broader. It includes
U.S. articles in all sectors, and total U.S. articles in the con-
text of article outputs of the world’s nations, as reflected in a
set of major international scientific and technical journals
whose contents are covered in the Institute of Scientific
Information’s (ISI) Science Citation Index (SCI) and Social
Science Citation Index (SSCI).

The output volume of research—article counts—is one
basic indicator of the degree to which different performers
contribute to the world’s production of research-based S&E

knowledge. The outputs of different U.S. sectors—universi-
ties and colleges, industry, government, and nonprofit insti-
tutions—indicate these organizations’ relative prominence in
the United States overall and in particular S&E fields. The
same indicator, aggregated by country, provides approximate
information about the U.S. position in the global S&E enter-
prise and the emergence of centers of S&E activity.

Scientific collaboration in all fields increasingly crosses or-
ganizational and national boundaries. Articles with multiple au-
thors in different venues or countries provide an indicator of the
degree of collaboration across sectors and nations. Scientific col-
laboration has risen with the actions of governments to stimulate
it, especially over the past decade. Cross-sectoral collaboration
is viewed as a vehicle for moving research results toward practi-
cal application. International collaboration, often compelled by
reasons of cost or scope of the issue, provides intellectual cross-
fertilization and ready access to work done elsewhere.

The perceived usefulness of research results to further ad-
vancement of the state of knowledge is reflected in citations.
Both domestic and international citation patterns will be ex-
amined. A related indicator, references to scientific and tech-
nical articles on patents, suggests the relatedness of the
research to presumed practical application.

The article counts, coauthorship data, and citations dis-
cussed in this section are based on scientific and engineer-
ing articles published in a stable set of about 5,000 of the
world’s most influential scientific and technical journals
tracked since 1985 by the Institute of Scientif ic
Information’s (ISI) Science Citation Index (SCI) and So-
cial Science Citation Index (SSCI). Fields in this database
are determined by the classification of the journals in which
articles appear; journals in turn are classified based on the
patterns of their citations, as follows:

Field Percent of journals

Clinical medicine 24
Biomedical research 11
Biological sciences 10
Chemistry 7
Physics 5
Earth and space sciences 5
Engineering and technology 8
Mathematics 3
Psychology 6
Social sciences 11
Other 10

For the first time, journals in psychology, the social sci-
ences, and certain other applied social science fields are
included in the analysis, to provide a fuller examination of
all science and engineering fields. The “other” category
includes ISI-covered journals in professional fields and
health whose citation patterns indicate their strong links

to the social sciences or psychology. Appendix table 6-48
lists the constituent subfields of the journals covered here.

The SCI and SSCI appear to give reasonably good cov-
erage of a core set of internationally recognized scientific
journals, albeit with some English-language bias. Journals
of regional or local importance are not necessarily well cov-
ered, which may be salient for the engineering and tech-
nology, psychology, social sciences, and “other” categories,
as well as for nations with a small or applied science base.

Articles are attributed to countries and sectors by their
authors’ institutional affiliations at time of authorship. Thus,
coauthorship as used here refers to corporate coauthorship:
a paper is considered coauthored only if its authors have
different institutional affiliations. The same applies to cross-
sectoral or international collaborations. For example, a pa-
per written by an American temporarily residing in Britain
with someone at her U.S. home institution is counted as
internationally coauthored, thus overstating the extent of
such collaborations. Likewise, an article written by a Brit-
ish citizen temporarily located at a U.S. university with a
U.S. colleague would not be counted as internationally co-
authored, thus understating the count.

All data presented here derive from the Science Indica-
tors database prepared for NSF by CHI Research, Inc. The
database excludes all letters to the editor, news pieces, edi-
torials, and other content whose central purpose is not the
presentation or discussion of scientific data, theory, meth-
ods, apparatus, or experiments.

Data Sources for Article Outputs
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Finally, patents issued to U.S. universities will be exam-
ined. They provide another indicator of the perceived utility
of the underlying research, with trends in their volume and
nature indicating the universities’ interest in seeking com-
mercialization of its results.

U.S. Articles: Counts,
Collaboration, and Citations

The complexity and breadth of a nation’s science and en-
gineering infrastructure is frequently described in terms of
the financial resources it consumes and its personnel base.
Article outputs provide another indicator that is particularly
well suited to the mapping of the basic and applied research
activities carried out in the United States—that is, activities
for which articles are often the prime output. What is the con-
tribution of scientists and engineers in the different sectors to
the production of U.S. research articles, and in what fields?

All U.S. sectors contribute to the published, refereed sci-
ence and technology (S&T) literature, albeit in different pro-
portions, with academia providing the bulk of the article
output. During 1995–97, an annual average of 173,200 ar-
ticles were published by U.S. authors in a set of scientific and
technical journals covered by the Science and Social Science
Citation Indexes since 1985. (See appendix table 6-49.) Over
the period, academic researchers contributed almost three-
fourths of the total output; industry, the Federal Government,
and the nonprofit sector (mainly health-related organizations
publishing in life sciences fields) contributed 7–8 percent
each. The output of federally funded R&D centers (FFRDCs)
added another 3 percent to the total. (See figure 6-30 and
appendix table 6-50.)

More than half of this U.S. portfolio of scientific and tech-
nical research articles—55 percent—covered subjects in the
life sciences; another 26 percent dealt with physical sciences,
earth and space sciences, and mathematics; 6 percent with
engineering and technology; and the remainder with the so-
cial and behavioral sciences, including health and professional
fields with close ties (based on citations) to the latter two
fields. (See figure 6-31.)

Different sectors have different relative emphases. In the
portfolios of academia, government, and nonprofit institu-
tions, articles in life sciences fields are prominent, especially
in clinical medicine and biomedical research. Industry articles
focus on clinical medicine, physics, chemistry, and engineer-
ing and technology, with a growing emphasis on the life sci-
ences. FFRDC articles focus on physics, chemistry, earth and
space sciences, and engineering and technology. (See appen-
dix tables 6-49 and 6-50.)

Viewed across all performer sectors, little change is evi-
dent in the field distribution of these articles—earth and space
science registered marginal gains, as did biomedical research
and clinical medicine, while biology lost some ground. Like-
wise, the overall contribution of the different sectors has
changed little, except for a marginal percentage-point gain of
academia offsetting a marginal decline in industry’s share.

However, over the 1988–97 decade, some changes in the field
mix within specific sectors are worthy of note:

� Among industry articles, the number of physics articles de-
clined by half during the 1990s, causing their share to decline
steeply, from 21 percent a decade ago to less than 15 percent.
Article volume in clinical medicine and biomedical research
rose by 20 percent, bringing about share gains from 18 to 24
percent and from 10 to 13 percent, respectively. These num-
bers clearly indicate a shift in publishing activity (though not
necessarily R&D—see chapter 2) from traditional physical-
sciences- and engineering-oriented industry segments toward
those in pharmaceuticals and other life-science-related areas.
(See appendix table 6-49.)

FFRDC = Federally Funded Research and Development Center

See appendix table 6-50. Science & Engineering Indicators – 2000
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Figure 6-31.
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� Changes in academia’s portfolio were more gradual, show-
ing gains of 1 percentage point each in physics, earth and
space sciences, and biomedical research publications, with
declines in biology and the social sciences. (See appendix
table 6-49.)

� The Federal Government’s output showed mixed trends.
The relative balance of in-house articles shifted modestly
toward physics and earth and space sciences, with some
decline in clinical medicine and biology. However, among
articles from university-affiliated FFRDCs, the share of
physics papers fell by nearly 3 percentage points, accom-
panied by a growing share for earth and space sciences
articles. (See appendix table 6-49.)

Scientific Collaboration
Developments in science and engineering have led to

broader collaboration among researchers. As the scale, cost,
and complexity of attacking many problems have increased,
research teams have become common, changing the struc-
ture of the research. Single-investigator work, as evidenced
by single-author publications, is in decline in virtually all
fields. The Federal Government has long sought to stimulate
this trend, for example, by promoting collaboration across
sectors: for example, industry-university or FFRDC-industry
activities. (See chapter 2.) Such cross-sector collaboration is
seen as enriching the perspectives of researchers in both set-
tings, and as a means for more efficiently channeling research
results toward practical applications.

Two trends predominate in the collaborative activities of
U.S. researchers:

� strong cross-sectoral collaboration, and

� increasing international collaboration.

The proportion of U.S. scientific and technical articles with
multiple institutional authors has continued to rise. In 1997,
57 percent of all S&E articles had multiple authors, up from
49 percent a decade earlier. This resulted from a falling num-
ber of U.S. single-author articles, accompanied by a rise in
the number of multi-author articles. This general pattern held
for all but mathematics, psychology, and the social sciences,
where falling single-author output was accompanied by static
counts of multi-author papers. (See appendix table 6-51.)
Coauthorship was highest in clinical medicine, biomedical
research, earth and space sciences, and physics (ranging from
59 to 66 percent), lowest in the social and behavioral sciences
and chemistry (from 36 to 44 percent).

The bulk of the increase in corporate60  coauthorship of
U.S. articles reflected rising international collaboration. By
the mid-1990s, nearly one article in five—18 percent—had
at least one non-U.S. author, up from 12 percent at the begin-
ning of the decade. Physics, earth and space sciences, and
mathematics had the highest rates of international

coauthorship, ranging from 27 to 30 percent of all U.S. ar-
ticles. International collaboration rates were much lower in
the social and behavioral sciences—9–10 percent. (See ap-
pendix table 6-51.)

Academia was at the center of cross-sector collaborations in
every sector and field. Coauthorship rates with academia—the
percentage of a sector’s coauthored papers with an academic
collaborator—were above 70 percent for the Federal Govern-
ment, university-managed FFRDCs, and nonprofit institutions.
For other sectors, they ranged from 59 percent for industry-man-
aged FFRDCs to 66 percent for industry itself. In mathematics,
80–90 percent of cross-sector collaborations were with authors
in higher education institutions, underlining the key role of
academia in mathematics research, where 93 percent of U.S. ar-
ticles in that field are published. (See appendix table 6-52.)

Other collaborative patterns vary by field, depending on
different sectors’ relative strengths and foci. For the industry
sector, joint work with the Federal Government was promi-
nent in earth and space science, as was collaboration with
nonprofit authors in clinical medicine and biomedical re-
search. For the Federal Government, industry collaboration
in physics, chemistry, earth and space sciences, and engineer-
ing and technology was prominent, as were university-man-
aged FFRDCs in earth and space sciences. The nonprofit
sector’s collaborations focused heavily on academia and the
Federal Government, except in engineering and technology,
where nearly one-third of cross-sector articles were coauthored
with industry researchers. (See appendix table 6-52.)

Academic scientists had strong collaborative ties with in-
dustry in physics, chemistry, mathematics, and engineering
and technology (ranging from 31 to 55 percent of academic
cross-sector collaborations in these fields). More than half of
academia’s cross-sector articles in biology had Federal Gov-
ernment authors, while collaboration with nonprofit institu-
tions was heavy in clinical medicine and biomedical research
(44 and 38 percent, respectively), in the social and behavioral
sciences (48 and 42 percent, respectively), and in the health
and professional fields (37 percent). In the physical sciences,
academic collaboration with authors in university-managed
FFRDCs was pronounced. (See appendix table 6-52.)

Citations
In their articles, scientists cite prior research on which their

own work builds. These citations, aggregated by field and
sector, provide a rough indicator of the use of these articles
by researchers working in different sectors.

The distribution of citations to U.S. scientific and techni-
cal articles largely—but not entirely—reflects that of the ar-
ticles themselves, with the bulk of citations going to academic
papers. Citation to same-sector articles generally exceeded
sector shares, only somewhat for the dominant academic pub-
lishing sector, three- to fourfold for most other sectors, ten-
fold for articles from FFRDCs. The share of citations from
each of these sectors to academic publications grew over the
decade. (See appendix table 6-53.)

The academic sector received 72 percent of all 1994–97
U.S. citations. Its share of citations in chemistry, engineering

60Throughout the chapter, coauthorship refers to corporate coauthorship:
that is, joint authors with different institutional affiliations. See sidebar, “Data
Sources for Article Outputs,” above.
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and technology, and the social sciences exceeded the sector’s
share of U.S. articles in these fields.61  Differences between
academic article and citation shares in other fields were gen-
erally minor. For other sectors and fields, the relative citation
volume was generally what would be expected on the basis of
output shares. Exceptions were higher-than-expected biomedi-
cal research citations to nonprofit sector publications, and
lower-than-expected citation frequency of industrial articles
in chemistry and engineering and technology. (See appendix
tables 6-50 and 6-53.)

Care must be taken to avoid misinterpretation of these dif-
ferences: they are not indicators of quality differentials. In
ongoing research, basic research will tend to be cited with
relatively greater frequency than applied research. To the ex-
tent that industry articles tend to be less basic than those from
academia, the comparison of article output and citation shares
is a very rough one indeed.

Linkages Among Disciplines
Research on many challenging scientific problems draws

on knowledge and perspectives of a multitude of disciplines
and specialties. Citations in scientific and technical articles
that cross disciplinary boundaries are one indicator of the
multidisciplinary nature of the conduct of research. Of course,
frequency of citations only hints at how essential a particular
piece of work was to the research being reported. The indica-
tor used here is relatively weak, because of its reliance on a
journals-based field classification. Data for other, stronger
indicators of multidisciplinary research activities are not
readily available: collaboration of researchers across disci-
plinary boundaries, multidisciplinary centers, and major
multidisciplinary projects—for example, global climate re-
search—lack readily available representative data. Neverthe-
less, cross-disciplinary citations do provide an insight into
connections among major fields and fine fields. They dem-
onstrate the relevance to progress in a given field of advances
in a range of other fields.

Citations in U.S. articles published in 1997 were aggre-
gated by field.62 There were approximately 1.3 million such
references: 71 percent to the life sciences; 22 percent to math-
ematics, the physical, and earth and space sciences combined;
5 percent to the social and behavioral sciences and related
health and professional fields combined, and just under 2
percent to engineering. (See appendix table 6-54.)

The distribution of citations across broad fields shows the
expected concentration of references to articles in the same
broad field. Biology and engineering have the lowest rates of
self-citation (in this broad-field sense): 62 percent each. Phys-
ics and the earth and space sciences have the highest rates: 82
and 83 percent, respectively. Citations in life sciences articles—
biology, biomedical research, and clinical medicine—were par-
ticularly heavily focused on these three fields: 92 percent of all

citations in biology, 97 percent of those in biomedical research,
and 98 percent of those in clinical medicine were to articles in
the life sciences. A greater proportion of citations in the other
sciences and engineering focus on the life sciences fields than
vice versa. (See appendix table 6-54.)

Examination of fine fields generally underscores the tight
connection among the life science fields, but also reveals the
strength of their connections which extend into other fields.
For example, one-fifth of all citations in marine and hydrobi-
ology are to fields outside the life sciences, particularly to
earth and space sciences and physical sciences. In clinical
medicine, nearly one-fifth of the citations found in articles
on addictive diseases are to articles in the behavioral and so-
cial sciences and related health and professional fields. Es-
pecially strong links to fields outside the life sciences also
characterize agricultural and food sciences, ecology, biomedi-
cal engineering, biophysics, microscopy, pharmacy, and en-
vironmental and occupational health.

Citations for the physical and earth and space sciences show
strong links to other physical science fields, engineering, and
especially to biomedical research. The social and behavioral
sciences are linked among themselves but also to specific
areas in clinical medicine, biomedical research, and biology.
(See appendix table 6-54.)

International Article Production:
Counts, Collaboration, and Citations

The world’s key scientific and technical journals exercise
a degree of quality control by requiring articles submitted for
publication to undergo peer review. Thus, the volume of dif-
ferent countries’ articles in these peer-reviewed journals is a
rough indicator of their level of participation in the interna-
tional S&T arena. In addition, the distribution of their articles
across fields reveals national research foci.63

Worldwide publication of scientific and technical articles
averaged about 515,700 per year during 1995–97, a 12 per-
cent increase over the 1986–88 period.64 The largest category,
clinical medicine, accounted for 29 percent of the total, about
the same as for physics and chemistry combined; biomedical
research (15 percent), biology, and engineering and technol-
ogy (7 percent each) accounted for the bulk of the remainder.
(See figure 6-32 and appendix table 6-55.) Note that this field
distribution differs from that of the United States shown in
figure 6-31—it is lower in the life sciences areas and dis-
tinctly higher in physics and chemistry.

Over the 1995–97 period, five nations produced approxi-
mately 62 percent of the articles published in the 1985 SCI
set of journals: the United States (34 percent), Japan (9 per-

61The comparison made here is based on the 1989–94 publications data in
appendix table 6-50.

62Specifically, citations in 1997 U.S. articles covered in the ISI Science
and Social Science Citation Indexes to articles published in 1993–95.

63The numbers reported here are based on the 1985 ISI set of core jour-
nals, to facilitate comparisons over the countries. Counts are fractional: an
article with multinational authors is assigned to the participating countries
in proportion to their share of authors. Percentages reflect fractional counts.
This set of influential world S&T journals has some English language bias
but is widely used around the world. See for example Organization of Ameri-
can States (1997) and European Commission (1997). Also see sidebar, “Data
Sources for Article Outputs” in this chapter.

64This is a minimum estimate: an expanded 1991 journal set yields a slightly
higher growth rate for the 1990s.
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cent), the United Kingdom (8 percent), Germany (7 percent),
and France (5 percent).65 No other country’s output reached 5
percent of the total. (See figure 6-33.) These countries pos-
sess relatively large and wealthy economies, extensive scien-
tific and technical infrastructure, and large pools of scientists
and engineers,66 which undergird their continuing large share
of the world’s scientific and technical publications (as cap-
tured in the ISI database). Nevertheless, the five countries’
collective proportion of the world’s article output declined
slightly over the past decade, from 64 percent in 1986–88
(and from 38 percent for the United States). This trend re-
flected the development or strengthening of scientific capa-
bilities in several countries and world regions—in Asia and
Southern Europe—following the end of the Cold War. (See
appendix table 6-56.)

Over the last decade, the article share of Western and South-
ern European countries rose from 31 to 35 percent, reaching
a level similar to that of the United States. It is likely that
these gains reflect, at least in part, these nations’ concerted
policies to strengthen the science base in individual countries
and across Europe as a whole.67 The article volume of the
Central European states as a group—Bulgaria, the Czech
Republic, Hungary, Poland, Romania, and Slovakia—declined
somewhat through the early 1990s, but by 1995–97 it had
rebounded to 10,400 articles, slightly above its 1986–88 level.
In contrast, the output for the nations of the former Soviet
Union declined during the 1990s, dropping from about 31,200
in 1986–88 to 26,600 in 1992–94 and further to 22,200 in the

1995–97 period. This numerical decrease led to a decline in
world share from 7 to 4 percent; especially sharp drops oc-
curred in clinical medicine and biomedical research. The on-
going decline in these countries’ output during the 1990s
points to continuing difficulties that affect their scientific
activity. (See appendix tables 6-55 and 6-56.) These trends
roughly parallel those in R&D spending in the region (see
chapter 2), especially in Russia, which experienced large de-
creases over the period.

Recent economic problems notwithstanding, Asia has
emerged as a potent high-technology region.68 Its output of
scientific and technical articles in refereed journals grew rap-
idly over the past decade, providing evidence of a robustly
developing indigenous S&E base. From 1986–88 to 1995–
97, the Asian nations’ world share of publications rose from
11 to 14 percent, amid contradictory trends. Japan’s output
rose 35 percent, while China’s more than doubled; that of the
four newly industrialized Southeast Asian economies—Tai-
wan, South Korea, Singapore, and Hong Kong—more than
quadrupled, accounting for more than one-third of the
continent’s entire net increase. However, India’s output con-
tinued to decrease, a matter of concern to that nation.69 (See
appendix tables 6-55 and 6-56.)

The conduct of research reflected in these article out-
puts requires financial, physical, and human resources. The
empirical relationship between the size of a nation’s

Figure 6-33.
Distribution of the world’ s scientific and technical 
articles in major journals, by region/country: 
1995–97

NIE = newly industrialized Asian economics

See appendix table 6-56. Science & Engineering Indicators – 2000
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Figure 6-32.
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65Totals do not add because of rounding.
66Also see chapter 2,  “U.S. and International Research and Development:

Funds and Alliances”; chapter 4, “Higher Education in Science and Engi-
neering”; and chapter 7, “Industry, Technology, and the Global Marketplace.”

67 These include five-year Framework Programmes of the European Union
(EU), EU funding provided through Structural Funds, Community Initia-
tives Programmes, and efforts outside the EU framework such as EUREKA,
a program to stimulate industry-university-research institutes partnerships.
See NSF (1996b) for a brief discussion, European Commission (1997) for a
fuller treatment.

68See NSF (1993 and 1995a). Also see chapter 2, “U.S. and International
Research and Development: Funds and Alliances”; chapter 4, “Higher Edu-
cation in Science and Engineering”; and chapter 7, “Industry, Technology,
and the Global Marketplace.”

69See Raghuram and Madhavi (1996). The authors note that this decline
cannot be attributed to journal coverage in the SCI, and that it is paralleled
by a decline in citations to Indian articles. They speculate that an aging sci-
entific workforce may be implicated, along with a “brain drain” of young
Indian scientists whose articles would be counted in the countries in which
they reside, not in their country of origin.
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economy—its gross domestic product (GDP)—and its ar-
ticle output volume is moderately high.70 (See figure 6-
34.) Clearly, however, some countries produce output well
in excess of what would be expected, based on raw eco-
nomic size. (See appendix table 6-57.) For example, Is-
rael, the Nordic countries, Switzerland, and New Zealand
rank particularly high; the United States is in the middle
range. Nations with fast-developing economies tend to have
smaller-than-expected article outputs, based on their esti-
mated GDPs.

The Science and Technology Portfolios of Nations
Nations make implicit or explicit choices about the nature

of their science and technology portfolios through the alloca-
tion of resources; the results of these choices are roughly re-
flected in their article output data. It is clear that different
nations have very different choice patterns, and also that these
patterns can—and do—change over time.71 (See appendix
table 6-58.)

Figure 6-35 shows the 1995–97 portfolio mix of selected
countries, arrayed by the fraction of their total output de-
voted to the life sciences (which account for about half of
these articles worldwide). The differences in emphasis are
striking. Europe’s Nordic countries and many of Western
Europe’s smaller nations heavily emphasize the life sciences.

Articles (log)

Gross domestic product (log)

Figure 6-34.
Relationship of volume of scientific and technical 
articles to gross domestic product for selected 
countries: 1997

NOTE: Pearson correlation coefficient based on log-normalized 
article counts and gross domestic product.

See appendix table 6-57. Science & Engineering Indicators – 2000
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70The correlation of a nation’s estimated GDP and number of articles in
the ISI database produces an r2 of 0.50. Because both GDP and number of
articles are highly unevenly distributed, their logarithms have been used in
this calculation.

71See also the discussion in chapter 4, “International Comparison of First
University Degrees in S&E,” on the field distributions of S&E degrees of
various nations.
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China and Asia’s newly industrializing economies empha-
size the physical sciences and engineering and technology.
The focus of Central and Eastern European nations and states
of the former Soviet Union—reflecting historical patterns—
rests heavily on the physical sciences. The world’s biggest
article-producing nations fall along a broad middle range:
the United States, Canada, and the United Kingdom with
slightly greater-than-average weight on the life sciences, Italy
and Japan near the world average, and France and Germany
weighted somewhat more toward the physical sciences. (See
figure 6-35.)

Countries may shift the focus of their scientific activities.
(See appendix table 6-59.) Since 1986–88, a large number of
countries have increased their relative emphasis on physics
while to some extent shrinking the shares of clinical medi-
cine and, to a lesser extent, the other life sciences fields. Note
that declining shares resulted sometimes, but not always, from
falling absolute numbers of publications; in other instances,
they reflected differential growth patterns. Perhaps not sur-
prisingly, nations with long-established, large S&T systems
exhibited greater stability in the field distribution of their ar-
ticles than developing nations. Two things must be noted, how-
ever. First, the field designations used here are very broad,
possibly obscuring larger changes even in the highly devel-
oped nations’ portfolios. Second, moderate numerical shifts
in low-volume countries’ outputs can result in relatively large
percentage changes across fields.

International Scientific Collaboration
Cutting-edge science in many fields increasingly involves

a broad range of knowledge, perspectives, and techniques that
extend beyond a given discipline or institution. This has gen-
erated increasing collaboration across disciplinary and insti-
tutional boundaries. Moreover, the scope, cost, and complexity
of some of today’s scientific problems (for example, map-
ping the human genome, constructing a coordinated array of
widely spaced detection devices, or studying global environ-
mental trends) invite—often even compel—international col-
laboration. In addition, developments in information
technology reduce some of the geographic barriers to col-
laboration. For established scientific nations, this offers vari-
ous benefits, including cost savings, the potential for faster
progress, the application of different approaches to a prob-
lem, and the ability to stay abreast of information developed
elsewhere. For nations with smaller or less-developed science
and technology systems, it is a means of boosting the capa-
bilities of their indigenous S&T base.

The past decade was marked by vigorous increases in in-
ternational collaboration, as indicated by multicountry au-
thors of scientific and technical articles. This phenomenon
can be observed for every field and for most countries. From
1986–88 to 1995–97, the total number of articles in the ISI
databases increased by 12 percent; coauthored papers rose by
46 percent (from an average of 177,100 to 258,500); and in-
ternationally coauthored articles increased by almost 115
percent (from 35,700 to 76,200). In 1995–97, half of the

world’s papers were coauthored (in the multi-institution sense),
and 15 percent (30 percent of all coauthored articles) were
written by international teams.72  (See appendix table 6-60.)
A web of intergovernmental agreements has developed that
invites or requires multinational participation in some research
activities. But the rise in international collaboration also ap-
pears to reflect the extent of advanced training students re-
ceive outside their native countries.73 Figure 6-36 displays
this relationship for the United States.

The incidence of coauthorship varied by field. In the United
States in 1995–97, an average of 57 percent of all articles
were coauthored. Clinical medicine was well above that with
66 percent; chemistry, engineering and technology, biology,
mathematics, and the social and behavioral sciences had lower
rates. (See appendix table 6-60.) Similar patterns are evident
in many countries, suggesting field-specific publishing be-
haviors. In international collaboration, physics and earth and
space sciences rank especially high; for some countries, math-
ematics also well exceeds the average, for others, biomedical
research.

U.S. S&E Ph.D.s received by natives of a country (log)

Figure 6-36.
Relationship of volume of U.S.-coauthored 
multinational articles to U.S. S&E Ph.D.s received 
by natives of foreign authors' countries

NOTE: Articles published in 1991–95; Ph.D.s awarded in 1986–90.

SOURCES: Articles: Institute for Scientific Information, Science and 
Social Science Citation Indexes; CHI Research, Inc., Science 
Indicators database; and National Science Foundation, special 
tabulation. Ph.D.s: National Science Foundation, Survey of Earned 
Doctorates.
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72The international coauthorship percentage for the world’s papers appears
low—15 percent—when compared to that of most individual countries, due
to a counting artifact. National rates are based on total counts: each collabo-
rating country is assigned one paper—that is, a paper with three interna-
tional coauthors  may contribute to the international coauthorship of three
countries. However, for the world category, each internationally coauthored
paper is counted only once. (In 1997, an average of 2.22 countries were
involved in each internationally coauthored paper.)

73See chapter 4, “Higher Education in Science and Engineering.”



Science & Engineering Indicators – 2000 � 6-49

Who Collaborates With Whom?
Patterns of international coauthorship provide one indica-

tor of the extent of collaborative ties among nations. By this
indicator, the United States’ position in international collabo-
ration was characterized by two trends:

� From 1986–88 to 1995–97, most nations had increasing
numbers of articles with at least one U.S. author.

� But the U.S. share of all their internationally coauthored
articles declined.74

International scientific collaboration, as measured by the
percentage of a country’s multi-author articles involving in-
ternational coauthorship, centers to a considerable degree on
the United States. (See figure 6-37.) Worldwide, 44 percent
of all internationally coauthored papers published in 1995–
97 had at least one U.S. author. In that period, with few ex-
ceptions, from 25 to 33 percent of European countries’
internationally coauthored papers involved collaboration with
the United States.75 For major science-producing Asian na-
tions, coauthorship with U.S. researchers ranked higher. Ja-
pan and India—both nations with relatively low overall rates
of international collaboration—shared 46 and 40 percent, re-
spectively, of their internationally coauthored articles with
United States researchers. Collaboration rates of other major
article-producing Asian nations with the United States ranged
from a high of 70 percent for Taiwan to a low of 31 percent
for Singapore. China’s rate was 33 percent (30 percent for
Hong Kong)—but down sharply from 51 percent a decade
earlier. For major South and Central American countries, rates
ranged from 34 to 46 percent. The countries of Central Eu-
rope (except Hungary) and, especially, those of the former
Soviet Union had lower rates of collaboration with the United
States. (See appendix table 6-61.76)

Comparison of these data with 1986–88 shows that, for
most nations, the number of papers authored collaboratively
with U.S. researchers rose strongly over the decade; however,
the U.S. share of internationally coauthored articles declined
from 51 to 44 percent of the world’s total. This pattern—ris-
ing numbers of U.S. coauthored articles accompanied by de-
clining U.S. shares—held for most countries, as they
broadened the range of their international partnerships. In
general, the higher the initial degree of collaboration with the
United States, the greater the U.S. drop in collaboration share
(r2 = 0.26). Some examples (in percentage point terms): China,
19 percentage points; Israel and Mexico, 10 percentage points
each; Japan, 8 percentage points; and 6 percentage points each
for Chile and Argentina. (See appendix table 6-61.) These

Figure 6-37.
Percentage of internationally coauthored articles 
involving one or more U.S. authors for selected
countries: 1986–88 and 1995–97

See appendix table 6-61. Science & Engineering Indicators – 2000
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74The first data column in appendix table 6-61 provides the percentages
that U.S.-coauthored articles represent in a given country’s internationally
coauthored papers.

75These percentages are based on total article counts: a paper with one
author each in two countries is counted as one article in each of the coun-
tries.

76The table is read as follows: The distribution of a given country’s inter-
national collaborations with others is read along the rows. The prominence
of a given country’s coauthors in other countries’ literatures is read down the
columns.
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data suggest that new centers of activity and patterns of col-
laboration are evolving.

In the Asian region, the main trend indicates the develop-
ment of regional collaborative patterns involving—espe-
cially—China and the newly industrialized economies.
Overall, intraregional collaboration increased from 15 per-
cent of all Asian foreign collaborations in the late 1980s to 24
percent a decade later. Regional collaboration rates—mea-
sured by the proportion of internationally coauthored articles
published in 1986–88 and 1995–97 with an author from an-
other Asian country—are shown in text table 6-7.

Text table 6-7 shows large increases in the overall number
of articles, and of internationally coauthored articles, for a
number of Asian countries, along with a rise in intra-Asian
collaboration. For China, intra-Asian collaboration rose from
16 to 35 percent of its internationally coauthored papers (for
Hong Kong from 25 to 47 percent) and for Singapore from
19 to 37 percent. However, regional collaboration remained
relatively low for Japan, India, and Pakistan—12–15 percent
of their internationally coauthored articles. Intra-Asian col-
laboration of Taiwan and South Korea—21 and 29 percent,
respectively—was hardly changed since the mid-1980s.

Intraregional ties among the Central European states re-
main modest; in 1995–97 they shared 5 to 15 percent of their
internationally coauthored articles. The bulk of their collabo-
rations—roughly half for most nations—were with countries
in the north, west, and south of Europe. Ties to the countries
of the former USSR generally dwindled during the 1990s.
Collaboration with U.S. scientists ranged from 14 to 27 per-
cent and 31 percent for Hungary. (See appendix table 6-61.)

The collaborative ties of most countries of the former So-
viet Union centered on Russia, Germany, and the United
States. Almost one-half of Russia’s coauthorships were with
Germany and the United States, split evenly. Other major

former constituent states—Ukraine, Belarus, Uzbekistan, and
Armenia—shared 26–43 percent of their collaborations with
Russia, and similarly large fractions with Germany and the
United States combined. The Baltic nations have lower col-
laborative ties with Russia—11–17 percent. They have de-
veloped strong collaborative ties to the Nordic states, in
particular to Finland and Sweden, reflecting the reestablish-
ment of historical cultural and regional ties. (See appendix
table 6-61.)

United States researchers partner with authors in a very
large number of countries. In 1995–97, they collaborated with
colleagues in more than 170 nations. German researchers were
coauthors of 13 percent of U.S. internationally coauthored
articles, and investigators from Canada and the United King-
dom of 12 percent each. Seven to 10 percent had authors from
Japan, France, and Italy, respectively. The Netherlands, Swit-
zerland, Israel, and Australia, with about 4 percent each,
rounded out the top 10 collaborating nations.

The scope of different countries’ collaborative ties with
other nations can be seen in text table 6-8. It shows the total
number of countries with any collaborating nondomestic au-
thor on a given nation’s papers. The table reveals a dramatic
expansion of cross-national collaboration over a mere decade.
Virtually all countries expanded the number of nations with
which they have some coauthorship ties, and a number of
Asian nations more than doubled them.

Figure 6-38 shows the number of countries which shared
at least one percent of their internationally coauthored articles
with a given nation. The sharp drop-off in number of coun-
tries illustrates the practice of nations with relatively restricted
S&T establishments to concentrate their collaborations in a
relatively few countries. These smaller countries also tend to
have higher levels of international coauthorship, as a percent-
age of their total article output, than do those with larger,

Text table 6-7.
Intra-Asian research collaboration— coauthorships among Asian countries: 1986–88 and 1995–97

Japan ................................ 101,553 142,548 8,259 21,608 1,009 3,308
China ................................. 11,480 27,706 2,626 7,982 415 2,808
Hong Kong ........................ 1,518 6,741 333 2,694 83 1,253
South Korea ...................... 2,338 14,091 686 3,892 191 1,139
India .................................. 29,492 28,520 2,791 4,473 244 684
Taiwan ............................... 3,807 15,874 754 2,813 157 599
Singapore .......................... 1,344 3,874 318 1,147 62 423
Thailand ............................ 1,019 1,552 493 976 134 381
Indonesia .......................... 328 732 215 631 57 277
Malaysia ............................ 722 1,292 249 554 70 270
Philippines ......................... 542 695 247 454 96 219
Pakistan ............................ 695 998 237 420 22 49

NOTE: Internationally coauthored articles with authors from at least two Asian countries. Papers are counted in each author’s country.

SOURCES: Institute for Scientific Information, Science Citation Index and Social Science Citation Index; CHI Research, Inc., Science Indicators database;
and National Science Foundation, special tabulation.
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more mature systems. Rather than collaborating regionally,
scientists from developing nations tend to work with those
from major science-producing nations—in part based on stu-
dent-mentor ties, as illustrated earlier by figure 6-36 for the
United States.

International Citations to
Scientific and Technical Articles

The global dimensions of the conduct of scientific activ-
ity, discussed above in terms of international research col-
laboration, are also reflected in the patterns of citations to the
literature. Scientists and engineers around the world cite prior
work done elsewhere to a considerable extent, thus acknowl-
edging the usefulness of this output for their own work. Cita-

tions to one’s own country’s work are generally prominent
and show less of a time lag than citations to foreign outputs.
Regional citation patterns are evident as well, but citations to
research outputs from around the world are extensive. Cita-
tions, aggregated here by country and field, thus provide an
indicator of the perceived utility of a nation’s science outputs
in other countries’ scientific and technical work. The discus-
sion will cover:

� the high and rising proportion of citations to nondomestic
publications; and

� the status of U.S. science—as indicated by citations to it—
in the context of other countries’ total citations to
nondomestic articles.

Text table 6-8.
Breadth of international coauthorship ties for selected countries: 1986–88 and 1995–97

United States ............................................ 142 173
United Kingdom ........................................ 121 163
France ....................................................... 116 157
Germany ................................................... 116 147
Canada ...................................................... 101 136
Netherlands ............................................... 88 133
Switzerland ............................................... 92 131
Italy ........................................................... 94 128
Belgium ..................................................... 81 128
Sweden ..................................................... 90 127
Japan ........................................................ 80 127
Australia .................................................... 84 126
Spain ......................................................... 62 118
Brazil ......................................................... 66 114
Denmark .................................................... 73 111
India .......................................................... 87 109
China ......................................................... 54 107
South Africa .............................................. 58 100
Austria ....................................................... 58 99
Israel ......................................................... 58 98
Norway ...................................................... 53 96
Finland ...................................................... 58 94
Thailand .................................................... 49 94
Mexico ...................................................... 54 89
Hungary .................................................... 54 89
Poland ....................................................... 57 86
Turkey ........................................................ 31 85
Egypt ......................................................... 63 85
Indonesia .................................................. 39 84
New Zealand ............................................. 57 83
South Korea .............................................. 33 83
Hong Kong ................................................ 35 82
Kenya ........................................................ 52 81
Nigeria ....................................................... 57 77
Argentina ................................................... 47 77

1995–97Country 1986–88

Number of countries

Country 1986–88

Number of countries

1995–97

Malaysia .................................................... 32 76
Chile .......................................................... 42 76
Ireland ....................................................... 47 76
Philippines ................................................. 44 75
Greece ...................................................... 47 75
Saudi Arabia .............................................. 40 75
Colombia ................................................... 32 72
Portugal ..................................................... 35 71
Morocco .................................................... 30 70
Bulgaria ..................................................... 38 70
Romania .................................................... 38 69
Taiwan ....................................................... 34 67
Singapore .................................................. 42 65
Venezuela .................................................. 37 60
Algeria ....................................................... 24 59
Kuwait ....................................................... 36 57
Cuba ......................................................... 29 56
Pakistan .................................................... 40 53
Iran ............................................................ 23 49
Tunisia ....................................................... 21 48
Jordan ....................................................... 22 46
Czechoslovakia ......................................... 49 NA
Czech Republic ......................................... na 90
Slovakia ..................................................... na 68
USSR ........................................................ 61 NA
Russia ....................................................... na 106
Ukraine ...................................................... na 70
Belarus ...................................................... na 55
Armenia ..................................................... na 46
Lithuania ................................................... na 46
Estonia ...................................................... na 45
Latvia ........................................................ na 37
Yugoslavia ................................................. 56 60
Slovenia .................................................... na 67
Croatia ...................................................... na 58

NA = not applicable; na = not available

NOTE: Number of countries with which country indicated shares any coauthored articles. Countries of the former Soviet bloc and Yugoslavia shown at end of table.

SOURCES: Institute for Scientific Information, Science Citation and Social Science Citation Indexes; CHI Research, Inc., Science Indicators database;
and National Science Foundation, special tabulations.
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The international nature of scientific research is under-
scored by the high volume of citations to work done abroad.
Averaged across all countries and fields, close to 60 percent
of all citations in 1997 were to foreign research. This average
had stood at 53 percent only 7 years earlier, a rather rapid rate
of change. The increases could be seen for most countries
and most fields. The world averages include the relatively
lower rate of foreign citations found in U.S. papers, which in
turn reflects the very large U.S. share of total world article
output. (See beginning of “International Article Production:
Counts, Collaboration, and Citations,” above.) Many other
countries, especially those with small indigenous science es-
tablishments, cited foreign works with higher frequency than
these averages would indicate. (See appendix table 6-62.)

Particularly high rates of foreign citations were found in
physics, a field noted for its high rate of international col-
laboration. In contrast, foreign citation rates of articles in
engineering and technology and the social and behavioral
sciences were well below the average, reflecting greater reli-
ance on domestic research. (See appendix table 6-62.)

In a number of Asian countries, declines were registered
in the share of citations to foreign sources overall. This was
accompanied by a rise in citations to the scientific and tech-
nical literatures of other Asian nations. Intraregional citations
increased from 6 percent of all references to nondomestic
articles to 9 percent in less than a decade, from 1990 to 1997.
As noted previously (see “Who Collaborates With Whom?”
above), regional collaboration in Asia has been expanding
over the period, from 13 percent to 18 percent of all Asian
foreign collaborations. Seen in this light, these citation data
point to continued growth of a more broad-based regional
science capacity. (See appendix table 6-62.)

Citations to the U.S. literature in other nations’ scientific
and technical articles nearly always exceed the volume of ci-
tations to domestic research. (See Figure 6-39.) In most de-
veloped nations, such citations also run above the U.S. world
article share. They drop below that mark for developing na-
tions and for the former Soviet Bloc states, where access may
be an issue.

Eliminating from consideration all countries’ citations to
their domestic articles adjusts for the well-documented ten-
dency to favor domestic literature.77 From the menu of avail-
able world science (not their own), to what extent do
researchers in these nations select U.S. articles to read and
cite? The proportion of U.S. articles among all citations to
nondomestic literatures is very high and in most instances
exceeds the U.S. share of world articles. (See figure 6-40.)
For example, the U.S. article share in physics has declined
from 28 to 22 percent since 1990, and the citations share (the
average in all other countries’ nondomestic citations) has
dropped from 49 to 39 percent over the same period. (See
text table 6-9.) However, after an approximate allowance is

Figure 6-38.
Number of countries which shared at least one 
percent of their internationally coauthored articles 
with nation indicated: 1995–97 

See appendix table 6-61.
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made for time lags between publication and citation—here
by comparing the 1997 citations share (39 percent) with the
1993 article share (27 percent)—U.S. physics articles remain
cited well above the share expected based on article volume
alone. (See appendix table 6-63.)

Citations on U.S. Patents to the
Scientific and Technical Literature

Patent applications cite “prior art” that contributes mate-
rially to the product or process to be patented. Citations to
such prior art have traditionally been to other patents; increas-
ingly, these citations include scientific and technical articles.
The percentage of U.S. patents which cited at least one such
article increased from 11 percent in 1985 to 14 percent in
1990 and 25 percent in 1996.78 This development attests to
both the growing closeness of some research areas to practi-
cal applications and an increasing willingness of the U.S.
Patent and Trademark Office (PTO) to award upstream pat-
ents. Thus, citations of scientific and technical articles on
patents provide a good indicator of the growing linkage be-
tween research and innovative application, as judged by the
patent applicant and recognized by PTO.79

Figure 6-39.
Citations in selected countries' scientific and 
technical literature to U.S., own, and major 
regions' articles: 1997

See appendix table 6-61. Science & Engineering Indicators – 2000
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Figure 6-40.
Citations to U.S. research in other nations’  
scientific and technical articles, relative to U.S.
world article shares, by field
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database; NSF, special tabulation.

78Personal communication with Francis Narin, CHI Research, Inc., and
National Science Board (1998).
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Citations to U.S. research articles included in the SCI set of
journals were identified and classified by field and performer
sector for all U.S. patents issued from 1987 through 1998. The
number of such citations stood at 8,600 in 1987, more than
doubled over five years, doubled again in less than four years
(1996: 47,000), then doubled again in less than two years to
reach 108,300 in 1998.80 (See figure 6-41 and text table 6-10.)
The rise in the number of citations held for all fields and for
papers from all sectors. (See appendix table 6-64.)

The explosive growth of article citations on patents was
rooted in enormous increases in the life sciences: from 2,400
to 55,900 in biomedical research in little more than a decade,
and from 2,200 to 33,400 in clinical medicine. Consequently,
even as the number of citations increased to articles in every
field, the field shares shifted dramatically:

� Biomedical research rose from 28 percent in 1987 to 52
percent in 1998; clinical medicine from 26 to 31 percent.

� The combined share of physics, chemistry, and engineer-
ing and technology citations dropped from 43 to 15 per-
cent.

Patent citations to academic articles rose faster than citations
to industry or government authors, pushing the academic share
of the total from 48 to 54 percent from 1987 to 1998. The aca-
demic sector’s share of all article citations on patents increased
particularly strongly in physics (from 29 to 41 percent), earth
and space sciences (40 to 56 percent), and engineering and tech-
nology (26 to 46 percent)—fields with stagnating or declining
industry article output. (See appendix tables 6-64 and 6-65.)

Text table 6-9.
Citations to foreign articles in the world’ s major scientific and technical journals, by field: 1990–97

All fields ..................................... 53 56 59 52 50 47 37 36 33
Physics ........................................ 58 63 64 49 44 39 28 27 22
Chemistry .................................... 54 57 60 40 39 36 22 23 20
Earth/space sciences .................. 52 54 58 53 51 49 39 40 36
Mathematics ............................... 50 53 56 50 50 47 41 38 32
Biology ........................................ 50 53 57 42 42 37 37 33 30
Biomedical research ................... 54 57 59 57 56 55 39 39 38
Clinical medicine ......................... 55 57 61 52 50 48 39 39 36
Engineering/technology .............. 47 51 55 48 46 40 38 34 29
Psychology ................................. 37 38 42 66 63 58 60 58 55
Social sciences ........................... 33 35 40 66 64 62 55 53 49
Health/professional fields ........... 23 25 31 71 68 65 70 69 63

NOTES: Citations are for a three-year period with a two-year lag; for example, 1997 citations are to 1993–95 articles. Foreign citations exclude those in
U.S. journals.

SOURCES: Institute for Scientific Information, Science Citation and Social Science Citation Indexes; CHI Research, Inc., Science Indicators database;
and National Science Foundation, special tabulation. Science & Engineering Indicators – 2000

Citations to foreign
articles (percent)

Field 1990 1993 1997 1990 1993 1997 1990 1993 1997

Citations to U.S. articles
(percent of foreign citations)

U.S. share of articles
(percent of world total)

79Some caveats apply. The use of patenting varies by industry segment,
and many citations on patent applications are to prior patents. Industrial pat-
enting is only one way of seeking to ensure firms’ ability to appropriate re-
turns to innovation and thus reflects, in part, strategic and tactical decisions,
for example, laying the groundwork for cross-licensing arrangements. Most
patents do not cover specific marketable products but might conceivably con-
tribute in some fashion to one or more such products in the future.

80Some of the rise may reflect changed U.S. Patent and Trademark Office
procedures, greater ease of locating the relevant prior art, and greater incen-
tives to include all possible elements thereof. Nevertheless, the direction and
strength of the trends reported here are congruent with those in academic
patenting, discussed below. The number of citations reported here refer to
articles published in a 12-year span, as follows: 1997 patent citations are to
articles published in 1983 to 1994, and so forth.

Figure 6-41.
Number of citations on U.S. patents to scientific 
and technical articles: 1987–98

See appendix table 6-64. Science & Engineering Indicators – 2000

NOTE: Changed U.S. Patent and Trademark Office procedures, 
greater ease of locating scientific and technical articles, and greater 
incentive to cite them may have contributed to some of these 
increases.

SOURCE: CHI Research, Inc. Science Indicators and Patent Citations 
databases; NSF, special tabulation.
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Examination of the sectoral patterns of patent citations
reveals the prominent and growing role of biomedical research
in the cited articles from every sector (ranging from 44 to 59
percent of all article citations), accompanied by strong or
growing citation of papers in clinical medicine. (See appen-
dix table 6-66.) The composition of citations to academic and
industry articles, in particular, illustrates the key role of these
areas of inquiry: Only 10 percent of citations to industry ar-
ticles referred to physics, down from 29 percent a decade ear-
lier. But 71 percent of patent citations to industry articles were
to the life sciences, up from less than a quarter.

Further exploration of these trends was undertaken by
Narin, Hamilton, and Olivastro.81 Their study examined the
citations on the front sheets of all 397,660 U.S. patents awarded
in 1987–88 and 1993–94. While many citations were to other
patents, about 430,000 referred to nonpatent materials;
242,000 were judged to be science references. In addition to
the rapid increase in article citations on U.S. patents, the au-
thors discovered a shortening interval between publication
and citation and a large proportion of citations to publicly
funded science (defined by the authors to include articles by

Text table 6-10.
Number and distribution of citations on U.S. patents to the U.S. scientific and technical literature, by field

Number of citations

1987 ...... 8,618 1,286 1,181 105 0 2,221 2,390 168 1,242 23
1988 ...... 9,498 1,595 1,212 81 2 2,423 2,749 220 1,209 5
1989 ...... 12,988 2,356 1,536 119 2 3,190 3,976 304 1,458 44
1990 ...... 12,936 2,169 1,673 76 3 3,415 3,818 306 1,443 31
1991 ...... 15,720 2,424 1,921 123 2 4,205 5,199 437 1,401 4
1992 ...... 19,425 2,667 2,451 94 18 5,293 6,945 436 1,492 26
1993 ...... 26,721 3,024 3,027 93 21 7,393 10,735 548 1,850 26
1994 ...... 27,437 3,589 3,114 122 14 7,215 10,332 677 2,346 25
1995 ...... 32,536 3,366 3,689 134 19 9,173 12,719 812 2,593 27
1996 ...... 47,142 3,506 4,535 195 25 13,637 20,646 1,349 3,207 36
1997 ...... 74,839 4,150 6,218 207 30 22,649 36,397 1,508 3,589 85
1998 ...... 108,335 4,719 6,900 285 35 33,437 55,891 2,426 4,452 189

Percent of citations

1987 ...... 100 14.9 13.7 1.2 0.0 25.8 27.7 1.9 14.4 0.3
1988 ...... 100 16.8 12.8 0.9 0.0 25.5 28.9 2.3 12.7 0.1
1989 ...... 100 18.1 11.8 0.9 0.0 24.6 30.6 2.3 11.2 0.3
1990 ...... 100 16.8 12.9 0.6 0.0 26.4 29.5 2.4 11.2 0.2
1991 ...... 100 15.4 12.2 0.8 0.0 26.7 33.1 2.8 8.9 0.0
1992 ...... 100 13.7 12.6 0.5 0.1 27.2 35.8 2.2 7.7 0.1
1993 ...... 100 11.3 11.3 0.3 0.1 27.7 40.2 2.1 6.9 0.1
1994 ...... 100 13.1 11.3 0.4 0.1 26.3 37.7 2.5 8.6 0.1
1995 ...... 100 10.3 11.3 0.4 0.1 28.2 39.1 2.5 8.0 0.1
1996 ...... 100 7.4 9.6 0.4 0.1 28.9 43.8 2.9 6.8 0.1
1997 ...... 100 5.5 8.3 0.3 0.0 30.3 48.6 2.0 4.8 0.1
1998 ...... 100 4.4 6.4 0.3 0.0 30.9 51.6 2.2 4.1 0.2

NOTE: Count for 1987 patents is of citations to articles published in 1973-84; for 1988 patents to articles published in 1974-85; and so forth.

SOURCES: Institute for Scientific Information’s Science Citation and Social Science Citation Indexes; CHI Research, Inc., Science Indicators database;
and National Science Foundation, special tabulation.
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academic, nonprofit, and government authors).82 References
tended to be to articles appearing in nationally and interna-
tionally recognized, peer-reviewed journals, including jour-
nals publishing basic research results, and to be field- and
technology-specific.83 The authors noted both national (U.S.
patents citing U.S. authors with greater-than-expected fre-
quency) and regional components in the patterns of citations.

Academic Patenting: Patent Awards,
Licenses, Startups, and Revenue

Governments assign property rights to inventors in the form
of patents to foster inventive activity that may have important
economic benefits. The U.S. Patent and Trademark Office
(PTO) grants such government-sanctioned property rights in
the form of patents for inventions deemed to be new, useful,
and non-obvious. This section discusses recent trends in aca-
demic patenting and income from these activities flowing to
universities and colleges.84

81Narin, Hamilton, and Olivastro (1997).

82This latter finding is broadly consistent with results obtained by Mansfield
(1991), focusing on academic science only and using a very different study
framework and approach.

83See tables 2 and 3 in Narin, Hamilton, and Olivastro (1997).
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Trends in academic patenting provide an indication of the
importance of academic research to economic activity, which
may well be growing even in the short term. The bulk of aca-
demic R&D is basic research, that is, not undertaken to yield
or contribute to immediate practical applications. However,
academic patenting data show that universities are giving in-
creased attention to potential economic benefits inherent in even
their most basic research—and that the U.S. PTO grants pat-
ents based on such basic work, especially in the life sciences.

A growing number of academic institutions are applying
for, and receiving, protection for results of work conducted
under their auspices. After slow growth in the 1970s, the num-
ber of academic institutions receiving patents increased rap-
idly in the 1980s from about 75 early in the decade to double
that by 1989 and nearly 175 by 1997. This development, pro-
nounced during the 1980s and more muted in this decade,
reflected increases in the number of both public and private
institutions receiving patents.85 (See figure 6-42 and appen-
dix table 6-67.)

Starting in the early 1980s, the number of institutions out-
side the ranks of the largest research universities (defined here
as the top 100 in total R&D expenditures) with patent awards
increased at a rapid pace. The Nation’s largest research uni-
versities represented 64 percent of all academic institutions
receiving patents in 1985; their number had fallen to half by

1996.86 Much of the broadening of the base of patenting in-
stitutions occurred among public universities and colleges.
(See appendix table 6-67.)

Increasing university patenting and collaboration with in-
dustry have given rise to questions about possible unintended
consequences—for universities and academic researchers—
arising from these developments. Concerns have been ex-
pressed about potential distortions of the nature and direction
of academic basic research, about contract clauses specify-
ing delays or limitations in the publication of research re-
sults, and about the possibility of the suppression of research
results for commercial gain. Unsettled questions also arise
from faculty members’ potentially conflicting economic and
professional incentives in such arrangements. Universities
as institutions may find themselves in a similarly ambigu-
ous position as they acquire equity interests in commercial
enterprises. In addition, scholars have asked whether pat-
enting of government-sponsored research results may not
in fact be detrimental to its intended goal of enhancing the
transfer of new technologies.87 These unsettled questions
provide the backdrop for the rapidly rising numbers of aca-
demic patents.

The expansion of the number of institutions receiving pat-
ents coincided with rapid growth in the number of patent
awards to academia, which rose from 589 in 1985 to 3,151 in
1998, accelerating rapidly since 1995. By the mid-1980s, the
share of patents accounted for by the top 100 R&D-perform-
ing universities was about 77 percent of the total, as academic
institutions started responding to provisions of the Bayh-Dole
Act of 1980.88 However, since the late 1980s, these large re-
search universities have accounted for over 80 percent of all
academic patents, a figure which increased to 89 percent by
1998. (See appendix table 6-67.)

The number of academic patents has risen tenfold, from
about 250 annually in the early 1970s to more than 3,100 in
1998 (see figure 6-43), a far more rapid increase than for all
annual U.S. patent awards. As a result, academic patents now
approach 5 percent of all new U.S-origin patent awards, up
from less than one-half of 1 percent two decades ago. The Bayh-
Dole Act may have contributed to the strong rise in the 1980s,
although university patenting was already on the rise before
then. The creation of university technology transfer and pat-
enting units, an increased focus on commercially relevant tech-
nologies, and closer ties between research and technological
development may have contributed as well. A landmark Su-
preme Court ruling (Diamond v. Chakrabarty) allowing pat-
entability of genetically-modified life forms may have been a

Figure 6-42.
Number of universities and colleges granted 
patents: 1982–98

NOTE: Numbers are lower-bound estimates because of some 
systemwide reporting.   

See appendix table 6-67. Science & Engineering Indicators – 2000
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84Chapter 7 presents a more comprehensive discussion of patented inven-
tions in all U.S. sectors.

85Exact counts are difficult to obtain. Patent assignment depends on uni-
versity practices which vary and can change with time. Patent assignment
may be to boards of regents, individual campuses, subcampus organizations,
or entities with or without affiliation with the university. The data presented
here have been aggregated consistently by the U.S. Patent and Trademark
Office starting in 1982. The institution count is conservative, since a number
of university systems are included in the count and medical schools are often
counted with their home institutions.

86These estimates are understated, since patent awards to some universi-
ties—for example, University of California, State University of New York—
are generally recorded at the system level. But the trend reported here is
calculated on a consistent basis.

87See Mazzoleni and Nelson (1998) and Ganz-Brown (1999).
88The Bayh-Dole University and Small Business Patent Act of 1980 per-

mitted government grantees and contractors to retain title to inventions re-
sulting from federally supported R&D and encouraged the licensing of such
inventions to industry. Several empirical studies have recently examined ef-
fects of this law. See Henderson, Jaffe, and Trajtenberg (1998); and  Mowery,
Nelson, Sampart, and Ziedonis (in press)(2000).
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points to the confluence of two developments: a growing ea-
gerness of universities to exploit the economic potential of
research activities conducted under their auspices, and readi-
ness of entrepreneurs and companies to recognize and invest
in the market potential of this research.

A 1992 survey by the U.S. General Accounting Office
based on 35 universities found that they had substantially
expanded their technology transfer programs during the 1980s.
Typical licensees were small U.S. pharmaceutical, biotech-
nology, and medical businesses. During 1989–90, the reported
income flows from these licenses were a mere $82 million. A
more extensive survey has been conducted periodically since
1991 by the Association of University Technology Managers
(AUTM).91 The survey initially included only 98 universi-
ties, but has been augmented since 1993, with the additional
institutions representing a coverage increase from 75 to 82
percent of academic R&D funds, from 85 to 90 percent of
Federal academic R&D support, and from 80 to 91 percent of
patents issued to academic institutions. (See text table 6-11.)

All indicators shown in this table point to an accelerating
use of patenting by the Nation’s universities and colleges. The
number of new patents, license disclosures, applications filed,
startup firms formed, and base of revenue-generating licenses
and options are all growing at rapid rates, especially in the
last two years shown. Key points are:

� University income from patenting and licenses is increas-
ing steeply, reaching $483 million in 1997, although rela-
tive to academic research expenditures it remains low.

� About half of total royalties were classified by respondents
as being related directly to the life sciences; about one-
third was not classified by field; the remainder, labeled
“physical sciences,” appears to include engineering.

Figure 6-43.
Number of academic patents granted: 1982–98

NOTE: The top 100 universities are defined as the institutions 
reporting the largest total R&D expenditures for 1997. Details do not 
add to total because of omission in detailed tally of academic patents 
held by unaffiliated agencies.     

See appendix table 6-67. Science & Engineering Indicators – 2000
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prime stimulus for the recent rapid increases, leading to greater
PTO readiness to patent certain basic research outputs.

What is clear is that the vigorous increases in the number
of academic patents largely reflect developments in the life
sciences and biotechnology.89 Two key trends in academic
patenting are worth noting. First, a heavy concentration is
evident in areas connected with the life sciences. Patents in a
mere three technology areas or “utility classes”—all with pre-
sumed biomedical relevance90—accounted for 41 percent of
the academic total, up from a mere 13 percent through 1980.
(See figure 6-44.) Second, the growth in the number of aca-
demic patents was accompanied by a decrease in the number
of utility classes in which they fall. In fact, academic patents
are concentrated in far fewer application areas than are all
U.S. patents. (See appendix table 6-68.)

Valuation of patents—especially of science-based ones—
is difficult, and there are no guarantees that patents will have
any direct economic value. Nevertheless, the motivation be-
hind academic patenting is to protect intellectual property that
is deemed valuable by the university, and academic institu-
tions are increasingly successful in negotiating royalty and
licensing arrangements based on their patents. While total
reported revenue flows from such licensing arrangements re-
main low, compared to R&D spending, a strong upward trend 0 10
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Figure 6-44.
Percentage of total academic patents in three
largest academic utility classes: 1969–98, 
selected years
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Chemistry: molecular 
biology, and 
microbiology, class 435

Drug, bio-affecting 
and body-treating 
compositions, class 514

Drug, bio-affecting 
and body-treating 
compositions, class 424

SOURCE: U.S. Department of Commerce, Patent and Trademark 
Office, Technology Assessment and Forecast Report, U.S. 
Universities and Colleges, 1969-98; NSF, special tabulation.    

89See Huttner (1999).
90Utility classes numbers 424 and 514 capture different aspects of “Drug,

bio-affecting and body treating compositions”; utility class number 435 is
“Chemistry: molecular biology and microbiology.” Patents are classified here
according to their primary technology class.

91Association of University Technology Managers, Inc. (1998).
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� The number of startups and of licenses and options granted
increased strongly. Forty-one percent of new licenses and
options went to large firms, 48 percent to small existing
companies, and 11 percent to startups.

Conclusion
Over the past decade, the academic research and develop-

ment enterprise has enjoyed strong growth. It continues to
perform approximately half of U.S. basic research and is a
major contributor to the nation’s and the world’s stock of sci-
entific knowledge. Such knowledge appears to be increas-
ingly tied to economic benefits. In turn, an increasingly
technologically oriented economy is likely to place a premium
on highly educated workers. Nevertheless, U.S. higher edu-
cation is facing a number of challenges, some arising from
within science and engineering, others from changes in the
academic environment.

Higher education’s overall financial environment has im-
proved somewhat when compared to the recession years at
the decade’s turn, when many state governments combined
flat or reduced appropriations with new accountability mea-
sures. Years of steep and unpopular increases in tuition and
fees appear to lie in the past as well. Nevertheless, the Nation’s
universities and colleges continue to face cost pressures, even
as nontraditional providers of teaching and training try to cap-
ture a growing share of traditional academic markets.

For many of the largest universities, a major uncertainty
arises from the restructuring of the Nation’s health care sys-
tem. Some have responded by making structural changes in
the relationships with their teaching hospitals, including one
of turning them into for-profit ventures. Federal reimburse-
ment changes are feared by many to have adverse effects on
biomedical and clinical research and teaching.

For support of their R&D, academic institutions continue
to rely heavily on the Federal Government, thus maintaining
a certain dependence on implicit Federal priorities for the fund-
ing balance among fields. Universities’ own resources are
approaching one-fifth of their total R&D expenditures. How-
ever, in the face of financial pressures on all academic opera-
tions, this funding source cannot be expected to continue
growing as a share of total academic R&D resources. Indus-
try is often viewed as a potentially growing support source
but has continued to supply less than 10 percent of the total
funds, even as it has increasingly relied on academic R&D.

Demographic projections point to strong enrollment growth
over the next decade and the continuation of several trends:
more minority participation, growing numbers of older stu-
dents, and greater proportions of non-traditional students.
Issues of access, affordability, and fairness are likely to mix
with considerations of institutional focus, mission, and strat-
egy. Financial and other pressures will be part of the context
in which they will unfold; undoubtedly, so will new service
possibilities offered by technological developments, which
carry their own costs and challenges.

Text table 6-11.
Academic patenting and licensing activities

Finances (millions of dollars)
   Gross royalties .............................................................. $130.0 $172.4 $242.3 $265.9 $299.1 $365.2 $482.9
   New research funding from licenses ............................. NA NA NA $106.3 $112.5 $155.7 $136.2
   Royalties paid to others ................................................ NA NA $19.5 $20.8 $25.6 $28.6 $36.2
   Unreimbursed legal fees expended .............................. $19.3 $22.2 $27.8 $27.7 $34.4 $46.5 $55.5
Invention disclosures, patent applications, patents
   Invention disclosures received ...................................... 4,880 5,700 6,598 6,697 7,427 8,119 9,051
   New patent applications filed ....................................... 1,335 1,608 1,993 2,015 2,373 2,734 3,644
   Total new patents received ........................................... NA NA 1,307 1,596 1,550 1,776 2,239
Licenses, options, startup companies
   Startup companies formed ........................................... NA NA NA 175 169 184 258
   Number of revenue-generating licenses, options ......... 2,210 2,809 3,413 3,560 4,272 4,958 5,659
   New licenses and options executed ............................. 1,079 1,461 1,737 2,049 2,142 2,209 2,707
   Equity licenses and options .......................................... NA NA NA NA 99 113 203
Survey coverage
   Number of institutions responding ............................... 98 98 117 120 127 131 132
   Percent of total academic R&D represented ................ 65 68 75 76 78 81 82
   Percent of federally funded academic
      R&D represented ........................................................ 79 82 85 85 85 89 90
   Percent of academic patents represented .................... NA NA 80 89 82 82 91

NA = not available

NOTE: New research funding from licenses is defined as research funds directly related to signing of a specific license agreement.

SOURCE: Association of University Technology Managers, Inc. (AUTM), AUTM Licensing Survey, Fiscal Year 1991–Fiscal Year 1997 (Norwalk, CT: 1998).
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These discussions will take place against the backdrop of
increasing faculty retirements. As older faculty are leaving
academia, hiring of young scientists and engineers can be
expected to pick up further. However, the longer-term struc-
ture of this hiring is uncertain. Current trends suggest slower
growth of the faculty segment than of other types of academic
employment. Will universities and colleges shift the focus of
their replacement hiring from tenure-track faculty positions
into other, more flexible types of appointments?

The nature and goals of both undergraduate and graduate
education are being debated. Are the current models appro-
priate, or should undergraduate education and graduate train-
ing allow for broader and more varied application of skills in
the marketplace? Should graduate students be given more
autonomy from their professors, perhaps by way of restruc-
turing their modes of support? What is the appropriate role
for the Federal Government in this support? Continued in-
creases in the number of foreign students, vital for many
graduate programs, cannot be taken for granted. Issues about
the nature of graduate education join with questions of uni-
versity missions and program organization.

The research universities are valued as a national resource:
they educate and train large proportions of the Nation’s scien-
tists and engineers, embody the model of integrated graduate
training and research, and conduct much of the nation’s basic
research. Yet questions abound. Is their graduate training de-
veloping a high-quality yet flexible workforce of scientists and
engineers? Is it driven too much by research? Is their research
enterprise too insular? Too driven by external demands from
the Federal Government or industry? Does it cost too much?
How can research be better connected to undergraduate educa-
tion? With growing research involvement, smaller academic
research performers face these same questions.

Answers to these and other questions will emerge gradu-
ally, as individual institutions respond to the challenges and
opportunities they perceive. The Nation’s universities and col-
leges have shown great ability to adapt to changed realities.
In time, it will become possible to take stock of the changes
and assess their extent. Many issues underlying these changes
will persist, as higher education institutions try to find the
appropriate balance among their many evolving functions.
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International Economic Comparisons

� The U.S. economy continues to rank as the world’s larg-
est, and Americans continue to enjoy one of the world’s
higher standards of living. Japan’s economy was less than
18 percent of the U.S. economy in 1960 and trailed several
European economies. By 1970, it had grown to be the
world’s second largest economy, and in 1989, Japan had a
gross domestic product (GDP) twice that of Germany and
equal to nearly 40 percent of U.S. GDP. The latest data
(through 1996) show a strong U.S. economy outperform-
ing other advanced industrial countries since 1991.

� Comparisons of general levels of labor productivity,
measured by GDP per employed person, show other
parts of the world increasing labor productivity faster
than the United States. For more than 40 years, labor
productivity growth in the United States generally trailed
that in other countries. As of 1996, the gap had closed sig-
nificantly, with labor productivity rates in many European
nations nearly equal to that achieved in the United States.
In 1960, U.S. GDP per employed person was twice that
calculated for most European nations and four times that
calculated for Japan.

U.S. Technology in the Marketplace

� The United States continues to be the leading producer
of high-technology products, and is responsible for
about one-third of the world’s production. During the
1990s, U.S. high-technology industries regained some of
the world market share lost during the previous decade. Its
margin of leadership had narrowed during the 1980s when
Japan rapidly enhanced its stature in high-technology
fields.

� The market competitiveness of individual U.S. high-
technology industries varies, although each of the in-
dustries maintained strong—if not commanding—mar-
ket positions over the 18-year period examined. Three
of the four science-based industries that form the high-
technology group (computers, pharmaceuticals, and com-
munications equipment) gained world market share in the
1990s. The aerospace industry was the only U.S. high-tech-
nology industry to lose market share from 1990 to 1997.

� U.S. trade in technology products accounts for a larger
share of U.S. exports than U.S. imports; it therefore
makes a positive contribution to the U.S. overall bal-
ance of trade. After several years in which the surplus
generated by trade in technology products declined, this
trend was reversed during the mid-1990s. Between 1990
and 1995, trade in aerospace technologies consistently pro-
duced large—albeit declining—trade surpluses for the
United States. Since then, U.S. exports of aerospace tech-
nologies and electronics have outpaced imports leading to

larger trade surpluses in 1996 and 1997 before narrowing
in 1998.

� The United States is also a net exporter of technologi-
cal know-how sold as intellectual property. Royalties
and fees received from foreign firms have been, on aver-
age, three times those paid out to foreigners by U.S. firms
for access to their technology. U.S. receipts from licensing
of technological know-how to foreigners were about $3.3
billion in 1997, down slightly from $3.5 billion in 1996.
Japan is the largest consumer of U.S. technology sold as
intellectual property, and South Korea is a distant second.
Together, Japan and South Korea accounted for 56 per-
cent of total receipts in 1997.

International Trends in Industrial R&D

� Despite a two-decade decline in its international share
of industrial research and development (R&D), the
United States remains the world’s leading performer
of industrial R&D by a wide margin. Data for 1995 and
1996 show a sharp increase in U.S. industrial R&D per-
formance, outpacing growth in both Japan and the Euro-
pean Union. After 1990, the U.S. share stabilized at 46
percent of total industrial R&D performed by the
Organisation for Economic Co-operation and Development
(OECD) countries. By comparison, the European Union
(EU) accounted for 30 percent of the total industrial R&D
performed by OECD countries during 1990–94, and Ja-
pan accounted for about 20 percent.

� Internationally comparable data on overall U.S. indus-
trial R&D performance show the service sector’s share
rising from 4 percent in 1982 to 24 percent by 1992.
During the period 1994–96, this sector’s share of the
total dropped to around 20 percent. U.S. service sector
industries, such as those developing computer software and
providing communications services, have led the increase
in R&D performance within the U.S. service sector. Ser-
vice-sector R&D now accounts for a larger share of U.S.
industrial R&D performance than either the electronics
industry (13 percent of total) or the aerospace industry
(11 percent of total)—the top two R&D-performing in-
dustries in the U.S. manufacturing sector in 1996.

Patented Inventions

� In 1998, nearly 148,000 patents were issued in the
United States. The record number of new patented inven-
tions capped off what had been years of increases. U.S.
inventors received 54 percent of the patents granted in
1998. Although the 1998 share represents a drop of 1 per-
cent from the previous year, the proportion of new patents
granted to U.S. inventors has generally risen since the late
1980s.
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� Foreign patenting in the United States continues to be
highly concentrated by country of origin. In 1998, two
countries—Japan and Germany—accounted for nearly
60 percent of U.S. foreign-origin U.S. patents. The top
four countries—Japan, Germany, France, and the United
Kingdom—accounted for 70 percent. Both South Korea
and Taiwan dramatically increased their U.S. patent activ-
ity in the late 1980s and, in 1998, were awarded more U.S.
patents than Canada—historically one of the top five for-
eign inventors patenting in the United States.

� Recent patent emphases by foreign inventors in the
United States show widespread international focus on
several commercially important technologies. Japanese
inventors tend to concentrate their U.S. patenting in con-
sumer electronics, photography, and—more recently—
computer technologies. German inventors continue to de-
velop new products and processes in technology areas as-
sociated with heavy manufacturing industries, such as
motor vehicles, printing, advanced materials, and manu-
facturing technologies. Inventors from South Korea and
Taiwan are earning an increasing number of U.S. patents
in communications and computer technologies.

� Americans successfully patent their inventions around
the world. U.S. inventors received more patents than other
foreign inventors in both neighboring countries (Canada
and Mexico); but also in distant and diverse markets, such
as Japan, France, Italy, Brazil, India, Malaysia, and Thai-
land.

Venture Capital and High-Technology
Enterprise

� The pool of venture capital managed by venture capi-
tal firms grew dramatically during the 1980s as ven-
ture capital emerged as an important source of financ-
ing for small innovative firms. Both investor interest and
venture capital disbursements continued to grow through
1998. In the early 1990s, however, the venture capital in-
dustry experienced a “recession” of sorts as investor inter-
est waned and the amount of venture capital disbursed
declined. This slowdown was short-lived, however, and
investor interest picked up in 1992, and disbursements
began to rise.

� Software companies attracted more venture capital
than any other technology area. In 1998, venture capital
firms disbursed a total of $16.8 billion, of which more
than one-third went to firms developing computer soft-
ware or providing software services. Telecommunications
companies were second with 17 percent.

� Very little venture capital actually goes to the entre-
preneur as “seed” money.  During the past 10 years, money

given to prove a concept or for early product development
never accounted for more than 6 percent of total venture
capital disbursements and most often represented 2–4 per-
cent of the annual totals. In 1998, seed money accounted
for about 4 percent of all venture capital disbursements,
while money for company expansion was about 56 per-
cent.

Following are some trends based on the
various indicators of technology development
and market competitiveness examined in this
chapter:

� The United States continues to lead or be among the lead-
ers in all major technology areas. Advancements in infor-
mation technologies (computers and telecommunications
products) continue to influence new technology develop-
ment and to dominate technical exchanges between the
United States and its trading partners.

� Asia’s status as both a consumer and developer of high-
technology products has been enhanced by the technologi-
cal development taking place in the newly industrialized
Asian economies—in particular, South Korea and Tai-
wan—and in emerging and transitioning economies, such
as China, Malaysia, and the Philippines. Despite its cur-
rent economic problems, Asia’s influence in the market-
place seems likely to expand in the future as other techno-
logically emerging Asian nations join Japan as both tech-
nology producers and consumers.

Beyond these challenges, the rapid
technological development taking place
around the world also offers new
opportunities for the U.S. science and
technology (S&T) enterprise:

� For U.S. business, rising exports of high-technology prod-
ucts and services to expanding economies in Asia, Europe,
and Latin America are already apparent in the U.S. trade
data and should grow in the years ahead.

� For research, the same conditions that create new business
opportunities—the growing global technological capac-
ity, the relaxation of restrictions on international business—
can lead to new opportunities for the U.S. S&T research
community. The many new, well-funded institutes and tech-
nology-oriented universities surfacing in many technologi-
cally emerging areas of the world will further scientific
and technological knowledge and lead to new collabora-
tions between U.S. and foreign researchers.

Science & Engineering Indicators – 2000  � 7-3
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Introduction

Chapter Background
Science and engineering (S&E), and the technological

developments that emerge from S&E activities, enable high-
wage nations like the United States to compete alongside low-
wage countries in today’s increasingly global marketplace.
Nearly a universally accepted wisdom today, the importance
of S&E activities to the Nation’s economic well-being was
emphasized 50 years ago in Science and Public Policy, a re-
port prepared for then-President Harry S Truman under the
guidance of John Steelman (1947). (See chapter 1.) It stated,
“Only through research and more research can we provide
the basis for an expanding economy, and continued high em-
ployment levels.” In the years following World War II, U.S.
industry became an integral part of the research enterprise.
Not just as a performer of R&D, U.S. industry became the
main conduit for diffusing and commercializing investments
in S&T made by industry, academia, and government. The
Science and Engineering Indicators 2000 continues to ac-
knowledge the important role played by industry. Contained
within this chapter are indicators or proxies that identify trends
and provide measurements of industry’s part in the S&T en-
terprise and, whenever possible, place U.S. activity and stand-
ing in the more science-based industries in a global context.

The highly competitive global marketplace facing the Na-
tion today is yet another condition predicted 50 years ago in
the Steelman report. Steelman (1947) warned of the reemer-
gence of war-torn economies in Europe and Asia and the
emergence of a new cadre of nation traders that would “...con-
front us with competition from other national economies of a
sort we have not hitherto had to meet.” If a nation’s competi-
tiveness is judged by its ability to produce goods that find
demand in the international marketplace while simultaneously
maintaining—if not improving—the standard of living of its
citizens (OECD 1996), then the United States appears to have
met the challenges outlined in the Steelman report. Now some
50 years after that report was written, the U.S. economy ranks
as the world’s largest, and Americans enjoy one of the world’s
higher standards of living—although many other parts of the
world are closing the gap. (See figure 7-1 and appendix tables
7-1, 7-2, and 7-3.)

Chapter Organization
This chapter begins with a review of the market competi-

tiveness of industries that rely heavily on R&D; these are of-
ten referred to as high-technology industries.1 The importance

of high-technology industries is linked to their high R&D
spending and performance, which produce innovations that
spill over into other economic sectors. Additionally, these in-
dustries help train new scientists, engineers, and other tech-
nical personnel. (See Nadiri 1993 and Tyson 1992.) The market
competitiveness of a nation’s technological advances, as em-
bodied in new products and processes associated with these
industries, can also serve as an indicator of the effectiveness
of that country’s S&T enterprise. The marketplace provides a
relevant economic evaluation of a country’s use of S&T.

U.S. high-technology industry competitiveness is assessed
through an examination of market share trends worldwide, at
home, and in various regions of the world. New data on roy-
alties and fees generated from U.S. imports and exports of
technological know-how are used to gauge U.S. competitive-
ness when technological know-how is sold or rented as intan-
gible (intellectual) property.

The chapter explores several leading indicators of tech-
nology development (1) via an examination of changing em-
phases in industrial R&D among the major industrial countries
and (2) through an extensive analysis of patenting trends. New
information on international patenting trends of U.S. foreign
inventors in several important technologies is presented.

The chapter concludes with a presentation of information
on trends in venture capital disbursements. Venture capital is
an important source of funds used in the formation and ex-
pansion of small high-technology companies. This section
examines venture capital disbursements by stage of financ-
ing and by technology area in the United States.

U.S. Technology in the Marketplace
Most countries in the world acknowledge a symbiotic re-

lationship between national investments in S&T and com-
petitiveness in the marketplace: S&T support business
competitiveness in international trade, and commercial suc-
cess in the global marketplace provides the resources needed
to support new S&T. Consequently, the health of the nation’s
economy becomes a performance measure for the national
investment in R&D and in S&E.

This section discusses U.S. “competitiveness,” broadly
defined here as the ability of U.S. firms to sell products in the
international marketplace. A great deal of attention is given
to science-based industries producing products that embody
above-average levels of R&D in their development (hereafter
referred to as high-technology industries). OECD currently
identifies four industries as high-technology based on their
high R&D intensities: aerospace, computers and office ma-
chinery, electronics-communications, and pharmaceuticals.2

1In this chapter, high-technology industries are identified using R&D in-
tensities calculated by the OECD. There is no single preferred methodology
for identifying high-technology industries. The identification of those in-
dustries considered to be high-technology has generally relied on a calcula-
tion comparing R&D intensities. R&D intensity, in turn, has typically been
determined by comparing industry R&D expenditures and/or numbers of
technical people employed (such as scientists, engineers, and technicians) to
industry value added or the total value of its shipments.

2In designating these high-technology industries, the OECD took into ac-
count both direct and indirect R&D intensities for 10 countries: the United
States, Japan, Germany, France, the United Kingdom, Canada, Italy, the
Netherlands, Denmark and Australia. Direct intensities were calculated by
the ratio of R&D expenditure to output (production) in 22 industrial sectors.
Each sector was given a weight according to its share in the total output of
the 10 countries using purchasing power parities as exchange rates. Indirect
intensity calculations were made using technical coefficients of industries
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There are several reasons why high-technology industries
are important to nations:

� High-technology firms are associated with innovation.
Firms that innovate tend to gain market share, create new

product markets, and/or use resources more productively
(NRC, Hamburg Institute for Economic Research, and Kiel
Institute for World Economics 1996; Tassey 1995).

� High-technology firms are associated with high value
added production and success in foreign markets which
helps to support higher compensation to the workers they
employ (Tyson 1992).

� Industrial R&D performed by high-technology industries
has other spillover effects. These effects benefit other com-

Science & Engineering Indicators – 2000

Figure 7-1.
International economic comparisons

NOTE: Country GDPs were determined with 1993 purchasing power parities using the Elteto-Köves-Szulc (EKS) aggregation method an d 1996 U.S. 
dollars (1995 U.S. dollars for aggregate GDP).   

See appendix tables 7-1, 7-2, and 7-3.  
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on the basis of input-output matrices. The OECD then assumed that for a
given type of input and for all groups of products, the proportions of R&D
expenditure embodied in value added remained constant. The input-output
coefficients were then multiplied by the direct R&D intensities. For further
details concerning the methodology used, see OECD (1993).
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mercial sectors by generating new products and processes
that can often lead to productivity gains, business expan-
sions, and the creation of high-wage jobs (Nadiri 1993,
Tyson 1992, and Mansfield 1991).

The Importance of High-Technology
Industries

The global market for high-technology goods is growing
at a faster rate than that for other manufactured goods, and
economic activity in high-technology industries is driving
national economic growth around the world.3 During the 18-
year period examined (1980–97), high-technology produc-
tion grew at an inflation-adjusted average annual rate of nearly
6.2 percent compared with a rate of 2.7 percent for other
manufactured goods.4 Global economic activity was especially
strong at the end of the period (1994–97), when high-tech-
nology industry output grew at more than 11 percent per
year—more than four times the rate of growth for all other
manufacturing industries. (See appendix table 7-4.) Output
by the four high-technology industries—those identified as
being the most research intensive—represented 7.1 percent
of global production of all manufactured goods in 1980; by
1997, this output represented 11.9 percent.

During the 1980s, the United States and other high-wage
countries increasingly moved resources toward the manufac-
ture of higher-value, technology-intensive goods often referred
to as high-technology manufactures. In 1989, U.S. high-tech-
nology manufactures represented nearly 11 percent of total
U.S. production of manufactured output, up from 9.6 percent
in 1980. High-technology manufactures also accounted for
growing shares of total production for European nations, al-
though to a lesser degree than that seen in the United States.
The one exception was the United Kingdom where the tran-
sition to high technology during the 1980s was similar to that
in the United States. High-technology manufactures repre-
sented just 9 percent of the United Kingdom’s total manufac-
turing output in 1980 and nearly 11 percent by 1989. The
Japanese economy led all other major industrial countries in
its concentration on high-technology industries during the
1980s. In 1980, high-technology manufactures accounted for
about 8 percent of total Japanese production, approached 11
percent in 1984, and then increased to 11.6 percent in 1989.
(See the sidebar, “International Activity in High-Technology
Service Industries.”)

Data for the 1990s show an increased emphasis on high-
technology manufactures among the major industrial coun-
tries. (See figure 7-4.) In 1997, high-technology manufactures
were estimated to represent 15.7 percent of manufacturing
output in Japan, 14.7 percent in the United States, 11.7 per-

3This section is based on data reported by the WEFA Group in its Global
Industry Model database. This database provides production data for 68 coun-
tries and accounts for more than 97 percent of global economic activity.

4Knowledge-based service sector industries grew at an average annual
inflation-adjusted rate of 4.6 percent during this period.

For several decades, revenues generated by U.S. ser-
vice sector industries have grown faster than revenues
generated by the Nation’s manufacturing industries. Data
collected by the U.S. Department of Commerce show
that the U.S. service sector’s share of the U.S. GDP grew
from 49 percent in 1959 to 64 percent in 1997 (See ap-
pendix table 9-4.) Service sector growth has in large part
been fueled by industries often described as “knowledge-
based” industries—those incorporating science, engi-
neering, and technology in the services being provided
or in the delivery of those services. Prominent examples
of these “knowledge-based” industries include commu-
nication services, financial services, business services
(including computer software–related services), educa-
tional services, and health services. These industries have
been growing nearly as fast as the high-technology manu-
facturing sector discussed earlier. (See figure 7-2.)

New data provided by the WEFA Group tracks over-
all revenues earned by these industries in 64 countries.*

Similar to the value of production or data on total ship-
ments previously discussed for high-technology manu-

International Activity in High-
Technology Service Industries

Percent

Figure 7-2.
Average annual rates of growth in three U.S.
economic sectors: 1980–97

See appendix tables 7-4 and 7-5.
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*Unlike that for manufacturing industries, national data tracking
activity in many of the hot new service sectors are limited in the level
of industry disaggregation that is available and the types of activity
for which national data are collected.

cent in the United Kingdom, and 8.3 percent each in France
and Germany. Two other Asian countries, China and South
Korea, typify how important R&D-intensive industries have
become to the newly industrialized economies. In 1980, high-
technology manufactures accounted for less than 7 percent
of China’s total manufacturing output; this proportion jumped
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Unfortunately, data on individual business services by
country are not available.

Services provided by financial institutions represent the
second largest of the five service industries examined, and
accounted for nearly 25 percent of revenues in 1997.
Among the three largest advanced nations, the U.S. finan-
cial services industry is the largest with 30.0 percent of
world industry revenues in 1997. Japan was again second
at 9.3 percent followed by Germany at 6.6 percent.

Communications services, which include telecommu-
nications and broadcast services, represent the third larg-
est of the five service industries examined and accounted
for 10.9 percent of revenues in 1997. In what many con-
sider the most technology-driving of the service indus-
tries, the U.S. industry has the most dominant position. In
1997, U.S. communications firms generated revenues that
accounted for 35.2 percent of world revenues, more than
twice the share held by Japanese firms, and nearly five
times that held by German firms.

More than the first three, the remaining two knowl-
edge-based service industries—health services and edu-
cational services—operate on the edge of government
services. Health services industry data examined here track
services provided by private hospitals, doctors, and mis-
cellaneous medical services. Educational services include
commercial education and library services. In both health
and education services, Japan’s industries are the largest
in the world and lead the next largest national industry—
that in the United States—by large margins. Japan’s share
of world revenues in the health services industry was 34.6
percent in 1997—more than twice the share for the U.S.
health services industry. Of the four largest European
economies, Italy had the largest health service industry.
In educational services, Japan’s leading share of the world
revenues was lower than that in health services—21.7 per-
cent versus 34.6 percent—but this leading share was two
and a half times greater than the second largest national
industry in the United States. Italy once again had the next
largest share, 4.8 percent, although the other large Euro-
pean economies had educational services nearly as big.
Educational services represented the smallest of the five
knowledge-based service industries with about one-sev-
enth of the revenues generated by the business services
industry worldwide.

Trillions of Dollars

Figure 7-3.
Global activity in five knowledge-based service 
industries in 1997

NOTE: Europe-4 refers to the four largest European economies: 
France, Germany, Italy, and the United Kingdom.

See appendix table 7-5. Science & Engineering Indicators – 2000
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lion in 1990 and $3.4 trillion in 1980 (1997 dollars). The
United States was the leading national provider of high-
technology services, responsible for more than 28–30 per-
cent of total world service revenues during the 1980s and
for about 27 percent of revenues during the 1990–97 pe-
riod.

Business services, which include computer and data
processing services, research and engineering services,
and other business services, is the largest of the five-in-
dustry service sector and accounted for nearly 38 percent
of revenues in 1997. The U.S. business service industry is
the largest in the world with 34.4 percent of industry rev-
enues in 1997. Japan was second at 14.7 percent, followed
by Germany with 10.0 percent and France at 9.8 percent.

facturing industries, these data permit an examination of
the global U.S. position in each of the service sector in-
dustries. (See figure 7-3 and appendix table 7-5.)

Combined worldwide sales in these five service sector
industries exceeded $7.4 trillion in 1997, up from $5.8 tril-

to 11.6 percent in 1989 and reached 14.8 percent in 1997—
about the same as in the United States. In 1997, high-tech-
nology manufacturing in South Korea accounted for about
the same percentage of total output as in Japan (15.8 percent)
and almost twice the percentage of total manufacturing out-
put in France and Germany.

Share of World Markets

Throughout the 1980s, the United States was the leading
producer of high-technology products, and was responsible
for more than one-third of total world production from 1980
to 1987, and for about 30 percent of world production for the
rest of the decade. U.S. world market share held fairly steady



7-8 � Chapter 7. Industry, Technology, and the Global Marketplace

Figure 7-4.
High-technology industries' share of total 
manufacturing output

See appendix table 7-4. Science & Engineering Indicators – 2000
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Figure 7-5.
Country share of global high-technology output
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output by high-technology industries in South Korea ac-
counted for 2.4 percent of world output in 1989 and 3.7 per-
cent by 1997. Compared with high-technology production in
the four largest European countries, South Korea’s share of
world production in 1997 was smaller than that in either Ger-
many or United Kingdom, but larger than that produced by
high-technology industries in both France and Italy.

Global Competitiveness of Individual
Industries

In each of the four industries that make up the high-tech-
nology group, the United States maintained strong, if not lead-
ing, market positions during the 18-year period examined.
Yet competitive pressures from a growing cadre of high-tech-
nology–producing nations contributed to a decline in global
market share for two U.S. high-technology industries during
the 1980s: aerospace and communications equipment. Since
then, both of these industries—in particular, communications
equipment—reversed their downward trends and gained mar-
ket share in the mid- to late 1990s. (See figure 7-6.)

The U.S. aerospace industry, the Nation’s strongest high-
technology industry in terms of world market share, was the
one high-technology industry to lose market share in the 1980s
and again in the 1990s. For much of the 1980s, the U.S. aero-
space industry supplied about two-thirds of world demand.
By the late 1980s, the U.S. share of the world aerospace mar-
ket began an erratic decline and dropped to under 60 percent
by 1989. The U.S. aerospace industry maintained this market
share up until 1993 when market share, once again, began to
slip, falling to its lowest level for the period (under 48 per-
cent) in 1995. The U.S. share recovered somewhat during the
following two years reaching 51 percent of the world market
in 1997. While European aerospace industries made some
gains during this time, China’s industry recorded large gains
in global market share beginning in 1992. In 1980, China

during much of the 1990s and moved up slightly in both 1996
and 1997. (See figure 7-5.) In 1997, production by U.S. high-
technology industry accounted for nearly 32 percent of world
high-technology production.

While U.S. high-technology industry struggled to main-
tain market share during the 1980s, the Asian global market
share in high-technology industries followed a path of steady
gains. In 1989, Japan accounted for 24 percent of the world’s
production of high-technology products, moving up 4 per-
centage points since 1980. Japan continued to gain market
share through 1991. Since then, however, Japan’s market share
has dropped steadily, falling to under 22 percent of world pro-
duction in 1997 after accounting for nearly 26 percent in 1991.

By comparison, many European nations’ share of world
high-technology production is much lower. Germany produced
about 8 percent of world high-technology production in 1980,
about 7 percent in 1989, and less than 6 percent in 1997. Shares
for the United Kingdom declined in a similar fashion. In 1980,
United Kingdom’s high-technology industry produced about
7 percent of world output, it dropped to about 6 percent in
1989, and to 4.4 percent by 1997. French high-technology
industry never accounted for more than 4.5 percent of world
high-technology output during the period examined, and its
shares trended downward to about 3 percent by 1997. Italy’s
shares were the lowest among the four large European econo-
mies, ranging from a high of about 2.5 percent of world high-
technology production in 1980 to a low of about 1 percent in
1997.

Developing Asian nations made the most dramatic gains
since 1980. China’s market share doubled during the 1980s,
moving from 1.8 percent in 1980 to 3.9 in 1989, and is on
track to double again during the 1990s with its latest share
reaching 7.2 in 1997. Production by China’s high-technology
industries in 1997 was larger than any European nation. Like
China, high-technology industries in South Korea quickly
gained market during the 1980s and expanded that market
share in the 1990s. Starting with less than 1 percent in 1980,
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supplied about 2.9 percent of world aircraft shipments; by
1997, its share had increased to nearly 16 percent. (See fig-
ure 7-7.) 5

As previously noted, two U.S. high-technology industries
lost market share during the late 1980s and then reversed that
trend during the 1990s. By 1997, the United States was the
number one supplier of computer equipment in the world and
the second leading supplier of communications equipment
behind Japan.

Of the four high-technology industries, only the U.S. aero-
space and U.S. pharmaceutical industries managed to retain
their number one rankings throughout the 18-year period. Of
these two, only the U.S. pharmaceutical industry had a larger
share of the global market in 1997 than in 1980.

The United States is considered a large, open market. These
characteristics benefit U.S. high-technology producers in two
important ways. First, supplying a market with many domes-
tic consumers provides scale effects to U.S. producers in the
form of potentially large rewards for the production of new
ideas and innovations (Romer 1996). Second, the openness
of the U.S. market to foreign-made technologies pressures
U.S. producers to be inventive and to move toward more rapid
innovation to maintain domestic market share.

This discussion of world market shares shows that U.S.
producers are leading suppliers of high-technology products
to the global market. That evaluation incorporates U.S. sales
to domestic, as well as to foreign customers. In the next sec-
tions, these two markets are examined separately.

Exports by High-Technology Industries
While U.S. producers reaped many benefits from having

the world’s largest home market (as measured by GDP),
mounting trade deficits highlight the need to also serve de-
mand in foreign markets. U.S. high-technology industries have

traditionally been more successful exporters than other U.S.
industries. Consequently, high-technology industries have
attracted considerable attention from policymakers as they
seek ways to return the United States to a more balanced trade
position.

Foreign Markets
Despite its domestic focus, the United States has been an

important supplier of manufactured products in foreign mar-
kets throughout the 1980–97 period. From 1994 to 1997, the
United States was the leading nation exporter of manufac-
tured goods and accounted for about 12 percent of world ex-
ports.

U.S. high-technology industries have contributed to this
strong export performance of the nation’s manufacturing in-
dustries. (See figure 7-8.) During the same 18-year period,
U.S. high-technology industries accounted for between 17 and
25 percent of world high-technology exports—which is at
times twice the level achieved by all U.S. manufacturing in-
dustries. In 1997, the latest year for which data are available,
exports by U.S. high-technology industries accounted for 18.1
percent of world high-technology exports. Japan was second,
accounting for 9.1 percent, followed by the United Kingdom
with 8.3 percent.

The drop in U.S. share over the 18-year period is in part
the result of the emergence of high-technology industries in
newly industrialized economies, especially within Asia.
Singapore and South Korea are two examples. In 1980, high-
technology industries in Singapore and South Korea accounted
for about 2.6 percent and 1.5 percent of world high-technol-
ogy exports, respectively. Both nations’ market shares doubled
by the late 1980s. The latest data for 1997 show Singapore’s
share reaching 8.0 percent and South Korea’s share reaching
5.4 percent.

5Industry experts in the United States contacted to confirm such a large
China presence in the market for aerospace products suggest that China’s
production may be more heavily concentrated in satellite launch equipment
and noncommercial production than in commercial aircraft.

Percent

Figure 7-6.
U.S. global output share, by high-technology 
industry

See appendix table 7-4. Science & Engineering Indicators – 2000
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Industry Comparisons
Throughout the 18-year period, individual U.S. high-tech-

nology industries either led in exports or were second to the
leader in each of the four industries included in the high-tech-
nology grouping. The most current data (1997) show the
United States as the export leader in three industries and third
in just one—drugs and medicines. (See figure 7-9.)

U.S. industries producing aerospace, computers, and drugs
and medicines all accounted for smaller export shares in 1997
than in 1980. The communications equipment industry was
the sole U.S. high-technology industry to improve its share of
world exports during the period. By comparison, the share of
world exports held by Japan’s communications equipment
industry dropped steadily after 1985—eventually falling to
12.3 percent by 1997 from a high of 33.6 percent just 12 years
earlier. Once again the newly industrialized economies of Asia
demonstrated an ability to produce high-technology goods to
world-class standards and were rewarded with great success
in selling to foreign markets. In 1997, South Korea supplied
7.8 percent of world communications product exports, up from
just 2.9 percent in 1980. Singapore supplied 9.9 percent of
world computer equipment exports in 1997, up from 4.8 per-
cent in 1980. Other Asian newly industrialized economies have
demonstrated strong capabilities in those two high-technol-
ogy industries.

Competition in the Home Market
A country’s home market is often thought of as the natural

destination for the goods and services produced by domestic
firms. For obvious reasons—including proximity to the cus-
tomer and common language, customs, and currency—mar-
keting at home is easier than marketing abroad.

With trade barriers falling and the number of foreign firms
able to produce goods to world standards rising, however,
product origin may be only one factor among many influenc-
ing the consumer’s choice between competing products. Price,
quality, and product performance often become equally or
more important determinants guiding product selection. Thus,
in the absence of trade barriers, the intensity of competition
faced by domestic producers in their home market can ap-
proach—and, in some markets, may even exceed—the level
of competition faced in foreign markets. Explanations for U.S.
competitiveness in foreign markets may be found in the two
dynamics of the U.S. market: the existence of tremendous
domestic demand for the latest advanced technology prod-
ucts and the degree of world-class competition that continu-
ally pressures U.S. industry toward innovation and discovery.

National Demand for High-Technology Products
Demand for high-technology products in the United States

far exceeds that in any other single country and is larger than
the combined markets of the four largest European nations:
Germany, the United Kingdom, France, and Italy. (See figure
7-10.) This was consistently the case for the entire 1980–97
period. Japan was the second largest market for high-tech-

Billions of 1997 dollars

Figure 7-8.
High-technology exports

See appendix table 7-4. Science & Engineering Indicators – 2000
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nology products in the world, although its share of world con-
sumption has generally declined since 1991. China again
stands out. In 1980, China consumed less than 2 percent of
world high-technology output—its demand doubled by the
end of the decade and doubled again by 1997. The latest an-
nual data (1997) show China’s economy as the world’s sec-
ond largest consumer of aerospace products, trailing only the
United States, and the fourth largest consuming nation of
communications equipment, trailing the United States, Japan,
and Germany.

National Producers Supplying the Home Market
Throughout the 1980–97 period, the world’s largest mar-

ket for high-technology products, the United States, was
served primarily by domestic producers—yet demand was
increasingly met by a growing number of foreign suppliers.
(See figure 7-11.) In 1997, U.S. producers supplied about 81.5
percent of the home market for high-technology products
(aerospace, computers, communications equipment, and phar-
maceuticals). In 1980, however, U.S. producers’ share was
much higher, about 92.5 percent.

Other countries have experienced similar increased for-
eign competition in their domestic markets. This is especially
true in Europe. A more economically unified European mar-
ket has had the effect of making Europe an even more attrac-
tive market to the rest of the world. Rapidly rising import
penetration ratios in the four large European nations during
the latter part of the 1980s and throughout much of the 1990s
reflect these changing circumstances. These data also high-
light greater trade activity in European high-technology mar-
kets when compared with product markets for less
technology-intensive manufactures.

The Japanese home market, the second largest national
market for high-technology products and historically the most
self-reliant of the major industrial countries, also increased
its purchases of foreign technologies during the 18-year pe-
riod, albeit slowly. In 1980, imports of high-technology manu-
factures supplied about 4 percent of Japanese domestic
consumption, rising to 5.3 percent in 1989, and then to 7.8
percent by 1997.

U.S. Trade Balance
The U.S. Bureau of the Census has developed a classifica-

tion system for exports and imports of products that embody
new or leading-edge technologies. This classification system
allows trade to be examined in 10 major technology areas

Billions of 1997 dollars

Figure 7-10.
National consumption of high-technology products

NOTE: Europe-4 refers to the four largest European economies: 
Germany, France, the United Kingdom, and Italy.
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that have led to many leading-edge products. These 10 ad-
vanced technology areas are as follows:

� Biotechnology—The medical and industrial application of
advanced genetic research toward the creation of new
drugs, hormones, and other therapeutic items for both ag-
ricultural and human uses.

� Life science technologies—The application of scientific
advances (other than biological) to medical science. For
example, medical technology advances, such as nuclear
resonance imaging, echocardiography, and novel chemis-
try, coupled with new production techniques for the manu-
facture of drugs, have led to new products that allow for
the control or eradication of disease.

� Opto-electronics—The development of electronic products
and components that involve emission or detection of light,
including optical scanners, optical disk players, solar cells,
photosensitive semiconductors, and laser printers.

� Computers and telecommunications—The development of
products that process increasing volumes of information
in shorter periods, including fax machines, telephone
switching apparatus, radar apparatus, communications sat-
ellites, central processing units, computers, and periph-
eral units, such as disk drives, control units, modems, and
computer software.

� Electronics—The development of electronic components
(except opto-electronic components), including integrated
circuits, multilayer printed circuit boards, and surface-
mounted components, such as capacitors and resistors, that
result in improved performance and capacity and, in many
cases, reduced size.

� Computer-integrated manufacturing—The development of
products for industrial automation, including robots, nu-
merically controlled machine tools, and automated guided
vehicles that allow for greater flexibility in the manufac-
turing process and reduce the amount of human interven-
tion.

� Material design—The development of materials, includ-
ing semiconductor materials, optical fiber cable, and vid-
eodisks, that enhance the application of other advanced
technologies.

� Aerospace—The development of technologies, such as
most new military and civil airplanes, helicopters, space-
craft (with the exception of communications satellites),
turbojet aircraft engines, flight simulators, and automatic
pilots.

� Weapons—The development of technologies with military
applications, including guided missiles, bombs, torpedoes,
mines, missile and rocket launchers, and some firearms.

� Nuclear technology—The development of nuclear produc-
tion apparatus, including nuclear reactors and parts, isoto-

pic separation equipment, and fuel cartridges. Nuclear
medical apparatus is included in life science rather than
this category.

To be included in a category, a product must contain a
significant amount of one of the leading-edge technologies,
and the technology must account for a significant portion of
the product’s value. Since the characteristics of products the
United States exports are likely to be different from the prod-
ucts the nation imports, experts evaluated exports and im-
ports separately.

There is no single preferred methodology for identifying
high-technology industries. Generally, this identification has
relied on some calculation comparing R&D intensities. R&D
intensity, in turn, has typically been determined by compar-
ing industry R&D expenditures and/or numbers of technical
people employed (such as scientists, engineers, and techni-
cians) with industry value added or the total value of its ship-
ments. These classification systems suffer from a degree of
subjectivity introduced by the assignment of establishments
and products to specific industries. The information produced
by these R&D-intensity–based classification systems is of-
ten distorted by the inclusion of all products produced by the
selected high-technology industries, regardless of the level
of technology embodied in the product. In contrast, the ad-
vanced technology product system of trade data discussed
here allows for a highly disaggregated, more focused exami-
nation of technology embodied in traded goods. To minimize
the impact of subjective classification, the judgments offered
by government experts are subsequently reviewed by other
experts.

The Importance of Advanced Technology Product
Trade to Overall U.S. Trade

U.S. trade in advanced technology products accounted for
an increasingly larger share of all U.S. trade (exports plus
imports) in merchandise between 1990 and 1998. (See text
table 7-1.) Total U.S. trade in merchandise exceeded $1.6 tril-
lion in 1998; $343 billion involved trade in advanced tech-
nology products. Trade in advanced technology products
accounts for a much larger share of U.S. exports than of im-
ports (28 percent versus 17 percent in 1998) and makes a
positive contribution to the overall balance of trade. After
several years in which the surplus generated by trade in ad-
vanced technology products declined, that changed in 1996.
In 1996 and again in 1997, exports of U.S. advanced technol-
ogy products outpaced imports producing larger surpluses
both years. In 1998, the slowdown in Asian economies led to
a decline in exports to this region and a reduction in the sur-
plus generated from U.S. trade in advanced technology prod-
ucts. (See figure 7-12 and text table 7-1.)

Technologies Generating a Trade Surplus
During the 1990s, U.S. exports of advanced technology

products generally exceeded imports in 8 of 10 technology



Science & Engineering Indicators – 2000  � 7-13

areas.6 Trade in aerospace technologies consistently produced
the largest surpluses for the United States during the 1990s.
Those surpluses narrowed in the mid-1990s as competition
from Europe’s Airbus Industrie challenged U.S. companies’
preeminence both at home and in foreign markets. Aerospace
technologies generated a net inflow of $25 billion in 1990,
and almost $29 billion in 1991 and 1992. Trade balances then
declined 13 percent in 1993, 9 percent in 1994, and 14 per-
cent in 1995. Since then, annual trade balances in aerospace
technologies have grown each year. In 1998, the U.S. trade in
aerospace technologies produced a net inflow of $39 billion,
the largest surplus recorded during the 1990–98 period.

In five other the technology areas, trade is fairly balanced,
with only a slight edge to U.S. exports over imports. U.S.
trade in biotechnologies, computer integrated manufacturing
technologies, material design, weapons, and nuclear technolo-
gies each showed surpluses of less than $2 billion in 1998.

Electronics, a technology area where U.S. imports typi-
cally exceeded exports, showed a trade surplus in both 1997
and 1998. The annual trade deficit in this technology area
grew annually from 1990 to 1994 and then began to narrow.
In 1998, U.S. exports of electronics exceeded imports by $4.2
billion. Economic problems in Asia and a stronger U.S. dol-
lar may have lowered the level of electronics products im-
ported from Asia.

Technologies Generating a Trade Deficit
In 1998, trade deficits were recorded in three technology

areas—computers and telecommunications, opto-electronics,
and life science technologies. The trends for each of these
technology areas are quite different. Only opto-electronics

showed trade deficits in each of the nine years examined. U.S.
trade in life science technologies had consistently generated
annual trade surpluses up until 1998. In 1998, life science
exports to Asia fell by 18 percent, and imports from Europe
rose sharply, especially from Germany and Ireland.
Interestingly, in a technology area where the United States is
considered at the forefront—computers and telecommunica-
tions—annual U.S. imports have exceeded exports consistently
since 1992. Nearly three-quarters of all U.S. imports in this
technology area are produced in Asia.7

Top Nation Customers, by Technology Area
Japan and Canada are U.S. industry’s largest nation cus-

tomers for U.S. technology products. Each country is the des-
tination for about 11 percent of total U.S. technology exports.
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Figure 7-12.
U.S. merchandise trade balance

Calculated from text table 7-1.
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Text table 7-1.
U.S. International trade in merchandise
(Billions of U.S. Dollars)

Total exports (billions of U.S. dollars) ................ 393.0 421.9 447.5 464.8 512.4 575.9 611.5 679.3 670.6
   Technology products (percent) ....................... 24.1 24.1 23.9 23.3 23.6 24.0 25.3 26.4 27.8
   Other merchandise (percent) .......................... 75.9 75.9 76.1 76.7 76.4 76.0 74.7 73.6 72.2

Total imports (billions of U.S. dollars)… . ............ 495.3 488.1 532.4 580.5 663.8 749.4 799.3 877.3 918.8
   Technology products (percent) ....................... 12.0 13.0 13.5 14.0 14.8 16.7 16.3 16.8 17.1
   Other merchandise (percent) .......................... 88.0 87.0 86.5 86.0 85.2 83.3 83.7 83.2 82.9

Total trade (billions of U.S. dollars) .................... 888.3 910.0 979.9 1,045.3 1,176.2 1,325.3 1,410.8 1,556.6 1,589.4
   Technology products (percent) ....................... 17.3 18.1 18.3 18.1 18.6 19.9 20.2 21.0 21.6
   Other merchandise (percent) .......................... 82.7 81.9 81.7 81.9 81.4 80.1 79.8 79.0 78.4

NOTE: Total trade is the sum of total exports and total imports.

SOURCE: U.S. Bureau of the Census, Foreign Trade Division <<http://www.fedstats.gov>>1999.
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1990 1991 1992 1993 1994 1994 1996 1997 1998

6U.S. trade in software products is not a separate ATP category but is
included in the ATP category covering computers and telecommunications
products. In order to better examine this important technology area, U.S.
trade in software products was broken out from the computers and telecom-
munications category creating an eleventh category.

7The Bureau of the Census is not able to identify the degree to which this
trade is between affiliated companies.
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European countries are also important consumers of U.S. tech-
nology products. New markets have developed in several
newly industrialized and developing economies, especially
in Asia. Technology purchases by these economies now ap-
proach levels sold to many of the advanced European coun-
tries.

Japan and Canada are among the top three customers across
a broad range of U.S. technology products. Japan ranks among
the top 3 in 10 of 11 technology areas—Canada in 8. (See
figure 7-13.) The United Kingdom is a leading consumer of
U.S. products in five areas: opto-electronics, computers and
telecommunications, aerospace, weapons and computer soft-
ware. Although several other advanced nations are also im-
portant customers for particular U.S. technologies, notably
Germany (life science technologies and nuclear technologies)
and Belgium (biotechnology), several of the newly industri-
alized and emerging Asian economies now rank among the
largest consumers for U.S. technology products.

Top Nation Suppliers, by Technology Area
The United States is not only an important exporter of tech-

nologies to the world, but it is also a consumer of foreign-
made technologies. Imported technologies enhance
productivity of U.S. firms and workers, improve health care
for U.S. residents, and offer U.S. consumers more choices.

The leading economies in Asia and Europe are important
suppliers to the U.S. market in each of the 11 technology ar-
eas. (See figure 7-14.) Japan is a major supplier in five ad-
vanced technology categories, Germany in four. France,

Canada, and the United Kingdom also supply a wide variety
of technology products to the United States and are among
the top three in several advanced technology areas.

A large volume of technology products comes from newly
developed and developing Asian economies, in particular
Malaysia, South Korea, Taiwan, and China. Growing tech-
nology product imports from these Asian economies and from
other regions into one of the most demanding markets in the
world indicate a further widening of technological capabili-
ties globally.

U.S. Royalties and Fees Generated from
Trade in Intellectual Property

The United States has traditionally maintained a large sur-
plus in international trade of intellectual property. Firms trade
intellectual property when they license or franchise propri-
etary technologies, trademarks, and entertainment products
to entities in other countries. These transactions generate rev-
enues in the form of royalties and licensing fees.

U.S. Royalties and Fees from All Transactions
Total U.S. receipts from all trade in intellectual property

reached $33.7 billion in 1997. This level extended a decade
of steady increases that has resulted in a doubling of U.S.
receipts since 1990. During the 1987–96 period, U.S. receipts
were generally four to five times as large as U.S. payments to
foreign firms for transactions involving intellectual property.
The gap narrowed in 1997 as U.S. payments increased by 20

Figure 7-13.
Three largest export markets for U.S. technology products: 1998

See appendix table 7-6. Science & Engineering Indicators – 2000

Percentage of category exports
0 10 20 30 40 50 60 70 80 100

Computer
software

Nuclear tech.

Weapons

Aerospace

Material design

Comp. integ. mfg.

Electronics

Comp. & telecom.

Opto-electronics

Life science
technologies

Biotechnology Belgium 22.3 Japan 14.9 Canada 11.5

Japan 15.8 Germany 10.9
Netherlands 8.0

Japan 15.3 Canada 11.9 U.K. 11.8

Canada 15.3 Japan 9.4 U.K. 8.8

Canada 14.0 Malaysia 9.9 Korea 9.3

Taiwan 14.5 Japan 14.1 Canada 10.6

Japan 23.4 Canada 18.6 Hong Kong 7.9

U.K. 12.4 Japan 9.3
France 7.1

Japan 22.2 U.K. 11.2 Canada 6.1

Japan 49.2 Korea 10.3
Germany 8.7

Canada 29.9 Japan 13.2 U.K. 6.6
N



Science & Engineering Indicators – 2000  � 7-15

Figure 7-14.
Top three foreign suppliers of technology products to the United States: 1998

See appendix table 7-6. Science & Engineering Indicators – 2000
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8An affiliate refers to a business enterprise located in one country that is
directly or indirectly owned or controlled by an entity of another country to
the extent of 10 percent or more of its voting stock for an incorporated busi-
ness or an equivalent interest for an unincorporated business.

percent over the previous year and U.S. receipts rose less than
3 percent. Despite the much larger increase in payments, an-
nual receipts from total U.S. trade in intellectual property in
1997 were still more than three and one-half times greater
than payments. U.S. trade in intellectual property produced a
surplus of $24.3 billion in 1997, down slightly from the nearly
$25 billion surplus recorded a year earlier. Most (about 75
percent) of the transactions involved exchanges of intellec-
tual property between U.S. firms and their foreign affiliates.
(See figure 7-15.)8

Exchanges of intellectual property among affiliates have
grown at about the same pace as those among unaffiliated
firms. These trends suggest both a growing internationaliza-
tion of U.S. business and a desire by U.S. firms to retain a
high level of control on any intellectual property leased over-
seas.

U.S. Royalties and Fees from Trade in Technical
Knowledge

Data on royalties and fees generated by trade in intellec-
tual property can be further disaggregated to reveal U.S. trade
in technical know-how. The following data describe transac-
tions between unaffiliated firms where prices are set through
a market-based negotiation. Therefore, they may reflect bet-
ter the exchange of technical know-how and its market value

at a given point in time than do data on exchanges among
affiliated firms. When receipts (sales of technical know-how)
consistently exceed payments (purchases), these data may
indicate a comparative advantage in the creation of industrial
technology. The record of resulting receipts and payments also
provides an indicator of the production and diffusion of tech-
nical knowledge.

The United States is a net exporter of technology sold as
intellectual property. During the past decade, royalties and
fees received from foreign firms have been, on average, three
times those paid out by U.S. firms to foreigners for access to
their technology. U.S. receipts from such technology sales were
about $3.3 billion in 1997, down slightly from $3.5 billion in
1996, but still nearly double that reported for 1987. (See fig-
ure 7-16 and appendix table 7-8.)

Japan is the largest consumer of U.S. technology sold as
intellectual property. In 1997, Japan accounted for about 44
percent of all such receipts. The EU countries together repre-
sented about 22 percent. Another Asian country, South Ko-
rea, is the second largest consumer of U.S. technology sold as
intellectual property, accounting for nearly 12 percent of U.S.
receipts in 1997. South Korea has been a large consumer of
U.S. technological know-how since 1988, when it accounted
for 5.5 percent of U.S. receipts. South Korea’s share rose to
10.7 percent in 1990, and reached its highest level, 17.3 per-
cent, in 1995.

To a large extent, the U.S. surplus in the exchange of intel-
lectual property is driven by trade with Asia. In 1997, U.S.
receipts (exports) from technology licensing transactions were
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nearly six times U.S. firm payments (imports) to Asia. As
previously noted, Japan and South Korea were the biggest
customers for U.S. technology sold as intellectual property.
Together these countries accounted for more than 55 percent
of total receipts in 1997.

The U.S. experience with Europe has been very different
from that with Asia. Over the years, the balance of U.S. trade
with Europe in intellectual property has bounced back and
forth, showing either a small surplus or deficit until 1995. In
1995, United States–Europe trade produced a considerably
larger surplus for the United States compared with earlier
years, the result of a sharp decline in U.S. purchases of tech-
nical know-how from the smaller European countries that year.
The following year also showed a large surplus, but this time
it was driven by a jump in receipts from the larger European
countries. The latest data (1997) show receipts from the larger
European countries dropping back to pre-1996 levels, which
caused a considerably smaller surplus from U.S. trade with
Europe in intellectual property in 1997.

Foreign sources for U.S. firm purchases of technical know-
how have changed somewhat over the years, with increasing
amounts of coming from Japan. About one-fourth of 1997
U.S. payments for technology sold as intellectual property
were made to Japanese firms. Europe still accounts for slightly
more than 60 percent of the foreign technical know-how pur-
chased by U.S. firms with France, Germany, and the United
Kingdom being the principal European suppliers. Since 1992,
however, Japan has been the single largest foreign supplier of
technical know-how to U.S. firms.

International Trends in Industrial R&D
In high-wage countries like the United States, industries

stay competitive in a global marketplace through innovation
(Council on Competitiveness 1999). Innovation can lead to
better production processes and better-performing products
(for example, those that are more durable or more energy
efficient). It can thereby provide the competitive advantage
high-wage countries require when competing with low-wage
countries.

R&D activities serve as an incubator for the new ideas
that can lead to new products, processes, and industries.
Though they are not the only source of new innovations, R&D
activities conducted in industry-run laboratories and facili-
ties are associated with many of the important new ideas
that have helped shape modern technology.

U.S. industries that traditionally conduct large amounts
of R&D have met with greater success in foreign markets
than less R&D-intensive industries and have been more sup-
portive of higher wages for their employees.9 Moreover,
trends in industrial R&D performance serve as leading indi-
cators of future technological performance. This section ex-
amines these R&D trends, focusing particularly on growth
in industrial R&D activity in the top R&D-performing in-
dustries of the United States, Japan, and the European
Union.10

9See the section, “U.S. Technology in the Marketplace,” earlier in this chap-
ter for a presentation of recent trends in U.S. competitiveness in foreign and
domestic product markets.

10 This section uses data from the OECD’s Analytical Business Enterprise
R&D database (Paris, April 1999) to examine trends in national industrial
R&D performance. This database tracks all R&D expenditures (both de-
fense- and nondefense-related) carried out in the industrial sector, regardless
of funding source. For an examination of U.S. industrial R&D by funding
source and type of research performed, see chapter 2 in this volume, “U.S.
and International Research and Development: Funds and Alliances.”
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Figure 7-15.
U.S. trade balance in intellectual property

See appendix table 7-7. Science & Engineering Indicators – 2000
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See appendix table 7-8.
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top R&D performer in the United States. In many ways the
more important change to emerge in the 1990s was the rise in
R&D performance by U.S. service sector industries. The ser-
vice sector’s share of U.S. industrial R&D performance
jumped from 14 percent in 1989 to 19 percent in 1990, and
then rose to 24 percent in 1991 and 1992. Since 1992, the
pace of R&D performance in the U.S. service sector has
slowed somewhat, and R&D performance in the manufactur-
ing sector has picked up. In 1996, manufacturing industries
performed nearly 81 percent of total U.S. industrial R&D,
while the share attributed to service sector industries dropped
to about 19 percent.

Japan
During the 1970s, R&D performance in Japanese indus-

tries grew at a higher rate than in the United States. Japanese
industry continued to expand its R&D spending rapidly
through 1985, more than doubling the annualized growth of
the previous decade. Japanese industrial R&D spending
slowed somewhat during the second half of the 1980s, but
the country still led all other industrial nations in terms of
average annual growth in industrial R&D. Unlike the gener-
ally declining trend observed for manufacturing industries in
the United States, Japanese manufacturing industries consis-
tently accounted for about 95 percent of all R&D performed
by Japanese industry. R&D in Japanese service sector indus-
tries appears to have accelerated during the early 1990s, but
that trend did not continue in 1995 and 1996. The country’s
industrial R&D continues to be dominated by the manufac-
turing sector. (See figure 7-19.)

An examination of growth trends for the top five R&D-
performing industries in Japan reflects that country’s long-
standing emphasis on communications technology (including
consumer electronics and all types of audiovisual equipment).
This industry was the leading performer of R&D throughout
the period reviewed. Japan’s motor vehicle industry was the
third leading R&D performer in 1973, but rose to number
two in 1980 and has retained that position nearly every year
through 1996. Japanese auto makers earned a reputation for
high quality and value during these years, which earned them
increasingly larger shares of the global car market.

Electrical machinery producers are also among the largest
R&D performers in Japan, and they have maintained high
R&D growth throughout the period examined. In 1994, this
industry had moved past the motor vehicle industry to be-
come Japan’s second leading R&D-performing industry be-
fore falling back to its traditional third position in 1995 and
1996. In comparison, the U.S. electrical machinery industry’s
ranking among the top R&D performers in the United States
has dropped steadily since 1973.

The European Union
Like Japan and the United States, manufacturing indus-

tries perform the bulk of industrial R&D in the 15-nation
European Union. The European Union’s industrial R&D ap-
pears to be somewhat less concentrated in the mid 1990s than
in the United States, but more so than in Japan. Manufactur-

11Industry-level data are occasionally estimated here in order to provide a
complete time series for the 1973–96 period.

Overall Trends
The United States has long led the industrial world in the

performance of industrial R&D. During the past two decades,
as technology has become more closely associated with firm
success in the global marketplace, other advanced economies
have put more of their resources into R&D and have increased
their industrial R&D performance at an annual growth rate
that exceeds that in the United States. (See the sidebar, “Econo-
mists Estimate Rates of Return to Private R&D Investment.”)

Consequently, the U.S. share of total industrial R&D per-
formed by all OECD member countries fell between 1973
and 1990. (See figure 7-17.) Despite this decline, the United
States remained the leading performer of industrial R&D by
a wide margin, even surpassing the combined R&D of the
15-nation European Union. For its part, Japan—in keeping
with its belief in the economic benefits of investments in
R&D—rapidly increased R&D spending in the 1970s and
1980s that led to a large increase in its share of total OECD
R&D by 1990. Data for 1996 show U.S. industrial R&D per-
formance accounting for 45.3 percent of total R&D performed
in OECD countries, EU performance for 26.4 percent, and
Japanese performance for 18.8 percent.

R&D Performance by Industry

The United States, the European Union, and Japan repre-
sent the three largest economies in the industrial world and
compete head to head in the international marketplace. An
analysis of R&D data provides some explanation for past suc-
cesses in certain product markets, provides insights into fu-
ture product development, and signals shifts in national
technology priorities.11

United States
R&D performance by U.S. industry followed a pattern of

rapid growth during the 1970s, which accelerated during the
early 1980s. That growth pattern stalled during the latter part
of the decade and into the 1990s. When adjusted for infla-
tion, U.S. industrial R&D performance shows a period of an-
nual declines, beginning in 1992, that continued through 1994.
Since then, U.S. industry has ratcheted up its performance
R&D with the latest data showing annual increases of about
7 percent above inflation in both 1995 and 1996. (See figure
7-18 for the top five categories of R&D performance.)

Throughout the 1970s and 1980s, the U.S. aerospace in-
dustry was consistently the largest performer of R&D, ac-
counting for 20–25 percent of total R&D performed by U.S.
industry. The industry manufacturing electronics equipment
and components was the next largest performer during this
period, accounting for 11–16 percent. During the 1990s, the
Nation’s R&D emphasis shifted in several ways. The aero-
space industry’s share declined while the share for the indus-
try manufacturing communications equipment increased. In
1996, the communications equipment industry became the
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The study of economic returns to R&D investment
has developed over the past 30 years. Although esti-
mates of the rates of return differ, the leading research-
ers in the field agree that R&D has a significant and
important positive effect on economic growth and the
overall standard of living.

It should be noted, however, that the precise magni-
tude of these returns cannot be measured without the
use of simplifying assumptions in the analysis. A re-
cent survey article by Nadiri (1993) examined 63 stud-
ies in this area published by prominent economists,
mostly in reference to the United States, but also in
reference to Japan, Canada, France, and Germany.
Looking at the results of these studies, he concluded
that R&D activity renders, on average, a 20- to 30-per-
cent annual return on private (industrial) investments.
(See text table 7-2.) This is not to say that every re-
search project has a high, or even a positive, rate of

Economists Estimate Rates of Return to Private R&D Investment

Text table 7-2.
Estimated annual rates of return to R&D expenditures in
the United States according to various economic studies

Author(s) and year of study Rate of returna

Firm-level studies

Link (1983) ................................................................. 3
Bernstein-Nadiri (1989b) ............................................ 7
Schankerman-Nadiri (1986) ....................................... 13
Lichtenberg-Siegel (1991) .......................................... 13
Bernstein-Nadiri (1989a) ............................................ 15
Clark-Griliches (1984) ................................................ 19
Griliches-Mairesse (1983) .......................................... 19
Jaffe (1986) ................................................................ 25
Griliches (1980) .......................................................... 27
Mansfield (1980) ......................................................... 28
Griliches-Mairesse (1984) .......................................... 30
Griliches-Mairesse (1986) .......................................... 33
Griliches (1986) .......................................................... 36
Schankerman (1981) .................................................. 49
Minasian (1969) .......................................................... 54

Industry-level studies

Terleckyj (1980) .......................................................... 0b

Griliches-Lichtenberg (1984a) .................................... 4
Patel-Soete (1988)c .................................................... 6
Mohnen-Nadiri-Prucha (1986) ................................... 11
Terleckyj (1974) .......................................................... 15
Wolff-Nadiri (1987) ..................................................... 15
Sveikauskas (1981) .................................................... 16
Bernstein-Nadiri (1988) .............................................. 19
Link (1978) ................................................................. 19
Griliches (1980) .......................................................... 21
Bernstein-Nadiri (1991) .............................................. 22
Scherer (1982, 1984) .................................................. 36

aFor studies for which Nadiri (1993) reports a range of possible returns,
the midpoint of that range is provided in this table.
bNot significantly different from zero in a statistical sense. This result,
however, may be a reflection of limitations in the quantity of data used in
the study.
cEconomy-level study (all industries grouped together).

SOURCE: M.J. Nadiri, “ Innovations and Technological Spillovers,”
Working Paper No. 4423 (Cambridge, MA: National Bureau of Economic
Research, 1993). Science & Engineering Indicators – 2000

return. Rather, portfolios of scientific research projects
selected for analysis have the rates of return cited above.
Since they reflect average returns to a selected group of
projects, these returns cannot be applied to aggregate R&D
expenditures. It should also be pointed out that the more
basic the research, the harder it is to evaluate the returns
to R&D.

Returns to society overall are estimated to be even
higher. Society often gains more from successful scien-
tific advancements than does the organization conduct-
ing the research. Therefore, there are two rates of return:
the private rate of return, which is based on the expenses
incurred and profits made by the company conducting the
research, and the social rate of return, which is based on
the overall effects on society, including the firm conduct-
ing the research.

Recent academic research has also played a key role in
enabling technological advances in the private sector. Stud-
ies show that approximately 10 percent of the new prod-
ucts and processes developed by firms depend on recent
academic research and that the association between aca-
demic and industrial research has been strongest in medi-
cine and electronics. (See text table 7-3.) Still, association
should not be construed as causation. These studies do
not rigorously establish a causal relationship between uni-
versity research and industrial patents. In fact, that rela-
tionship may be reversed, to some extent, by feedback
mechanisms, in which industrial patents encourage fur-
ther research by local universities.

Note: This information was first presented in chapter
8 of Science and Engineering Indicators 1996.

Industry Products Processes Products Processes

Information
   processing ....................... 11 11 17 16
Electronics .......................... 6 3 3 4
Chemical ............................. 4 2 4 4
Instruments ......................... 16 2 5 1
Pharmaceuticals ................. 27 29 17 8
Metals ................................. 13 12 9 9
Petroleum ............................ 1 1 1 1

Average ............................... 11 9 8 6

SOURCES: E. Mansfield, “ Academic Research and Industrial Innova-
tions,”  Research Policy 1991, 20:1–12; and E. Mansfield, “ Academic
Research Underlying Industrial Innovations: Sources, Characteristics,
and Financing,”  The Review of Economics and Statistics 77(1): 55–65,
1995. Science & Engineering Indicators – 2000

Text table 7-3.
Percentage of new products and processes that
were dependent on academic research, for selected
industries in the United States: 1975–85

Percent dependent,
at least partially,

on recent academic
research

for their timely
development

Percent developed
with “very

substantial aid”
from recent

academic research
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percent of total industrial R&D performed by 1995. Large
increases in service sector R&D are apparent in many EU
countries, but especially in the United Kingdom (19.6 per-
cent of its industrial R&D in 1995), Italy (15.3 percent), and
France (10.0 percent).

Billions of current purchasing power parity $

Figure 7-18.
U.S. industrial R&D performance: 1973–1996

Top industrial R&D performers and their share of total industrial R&D

Science & Engineering Indicators – 2000
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See appendix table 7-9.

Aerospace 23.5%
Elec. equip. 
   & components 12.1%
Motor vehicles 10.3%
Office machinery 
   & computers 8.9%
Elec. machinery 8.8%

1976 1996 
Services (total) 19.5%
Elec. equip. 
   & components 13.2%
Aerospace 11.2%
Motor vehicles 11.1%
Office machinery 
   & computers 8.8%

1986
Aerospace 24.0%
Elec. equip. 
   & components 15.6%
Office machinery 
   & computers 11.2%
Motor vehicles 11.1%
Services (total) 8.5%

Figure 7-20.
EU 15 industrial R&D performance: 1973–1995

NOTE: 1996 data are unavailable.

See appendix table 7-11. Science & Engineering Indicators – 2000
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Elec. equip. 
   & components 15.6%
Industrial chemicals 13.3%
Aerospace 12.5%
Motor vehicles 10.0%
Electrical machinery 8.1%

1976 1995 
Motor vehicles 14.4%
Elec. equip. 
   & components 14.0%
Services (total) 11.2%
Pharmaceuticals 10.0%
Industrial chemicals 9.6%

1986
Elec. equip. 
   & components 17.0%
Industrial chemicals 11.3%
Motor vehicles 11.1%
Aerospace 10.8%
Electrical machinery 8.0%

Billions of current purchasing power parity $

Figure 7-19.
Japanese industrial R&D performance: 1973–1996

Science & Engineering Indicators – 2000

Top industrial R&D performers and their share of total industrial R&D
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1976 
Elec. equip. 
   & components 14.9%
Industrial chemicals 12.9%
Motor vehicles 11.5%
Elec. machinery 11.0%
Nonelectrical 
  machinery 10.0%

1986
Elec. equip. 
   & components 18.1%
Motor vehicles 13.1%
Industrial chemicals 10.5%
Electrical machinery 10.1%
Nonelectrical 
    machinery 8.3%

1996 
Elec. equip. 
   & components 16.1%
Motor vehicles 12.8%
Electrical machinery 10.9%
Industrial chemicals 9.2%
Nonelectrical 
   machinery 8.7%

Percent

Figure 7-17.
Shares of total industrial R&D in OECD countries

SOURCE: The Organisation for Economic Co-operation and 
Development, Analytical Business Enterprise R&D database 
(Paris: 1997). Science & Engineering Indicators – 2000
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ers of electronics equipment and components, motor vehicles,
and industrial chemicals have consistently been among the
top five performers of industrial R&D in the European Union.
(See figure 7-20.) In 1995, Germany led the European Union
in the performance of motor vehicle and industrial chemical
R&D, while France led in industrial R&D performed by com-
munications equipment (consumer electronics and all types
of audiovisual equipment) manufacturers, and the United
Kingdom in pharmaceuticals.

R&D performed by the European Union’s service sector
has doubled since the mid-1980s, accounting for about 11
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patenting picked up and continued to increase and outpace
foreign inventor patenting in the United States. This trend has
continued during the 1990s. Rising nearly every year since
1990, U.S. inventors were awarded more than 61,000 new
patents in 1996 and more than 80,000 patents in 1998. (See
figure 7-21.)

Inventors who work for private companies or the Federal
Government commonly assign ownership of their patents to
their employers; self-employed inventors typically retain own-
ership of their patents. Examining patent data by owner’s sec-
tor of employment can therefore provide a good indication of
the sector in which the inventive work was done. In 1998, 79
percent of U.S. owned patents were owned by corporations.
(See the sidebar, “Top Patenting Corporations.”)15 This per-
centage has increased gradually over the years.16

After business entities, individuals are the next largest
group of U.S. patent owners. Prior to 1985, individuals owned,
on average, 24 percent of all U.S. owned patents.17 Their share
has fluctuated downward since then. In 1998, the share ac-
counted for by individuals dropped to its lowest point—20
percent. The Federal share of patents averaged 3.3 percent of
the total during the period 1963–84. Thereafter, U.S. Govern-
ment-owned patents as a share of total U.S. origin patents
declined.18 U.S. Government-owned patents were encouraged

Patented Inventions
New technical inventions have important economic ben-

efits to a nation, because they can often lead to innovations
in new or improved products or more efficient manufactur-
ing processes—or even to new industries. To foster inventive
activity, nations assign property rights to inventors in the form
of patents, which allow the inventor to exclude others from
making, using, or selling the invention. Inventors can obtain
patents from government-authorized agencies for inventions
judged to be new, useful, and nonobvious.

Patent data provide useful indicators of technical change
and serve as a means of measuring inventive output over
time.12 Further, U.S. patenting by foreign inventors enables
measurement of the levels of invention in those foreign coun-
tries (Pavitt 1985) and can serve as a leading indicator of new
technological competition (Faust 1984). Patenting trends can
therefore serve as an indicator—albeit one with certain limi-
tations—of national inventive activities.13

This section describes broad trends in inventive activity in
the United States over time by national origin of owner, patent
office class, patent activity, and commerce activity.

U.S. Patenting
In 1998, nearly 148,000 patents were issued in the United

States. This record number of new inventions resulting in new
patents capped off what had been years of increases since
1990. In 1995, U.S. patents granted fell short of the previous
year’s mark, but not by much. The upward trend resumed with
small increases in U.S. patents granted in 1996 and 1997 be-
fore a 32 percent jump in 1998. (See appendix table 7-15.)14

Patents Granted to U.S. Inventors
During the 1980s, the number of U.S. patents awarded to

U.S. inventors began to decline just as the number awarded to
foreign inventors began to rise. This of course raised ques-
tions about U.S. inventive activity and whether these num-
bers were yet another indicator of U.S. competitiveness on
the decline. By the end of the decade, however, U.S. inventor

12See Griliches (1990) for a survey of literature related to this point.
13Although the U.S. Patent and Trademark Office grants several types of

patents, this discussion is limited to utility patents only, which are commonly
known as “patents for inventions.” Patenting indicators have several well-
known drawbacks, including the following:

�  Incompleteness—many inventions are not patented at all, in part because
laws in some countries already provide for the protection of industrial trade
secrets.
�  Inconsistency across industries and fields—industries and fields vary
considerably in their propensity to patent inventions and, consequently, it is
not advisable to compare patenting rates among different industries or fields
(Scherer 1992).

�  Inconsistency in quality—the importance of patented inventions can vary
considerably.

Despite these and other limitations, patents provide a unique source of infor-
mation on inventive activities.

14Although patent applications have been rising, the U.S. Patent and Trade-
mark Office attributes most of the increase in 1998 to greater administrative
efficiency and the hiring of additional patent examiners.

15About 5 percent of U.S. patents granted to U.S. inventors in 1998 were
owned by U.S. universities and colleges. The U.S. Patent and Trademark
Office counts these as being owned by corporations. For further discussion
of academic patenting, see chapter 6, “Academic Research and Develop-
ment: Financial and Personnel Resources, Support for Graduate Education,
and Outputs.”

16From 1985 to 1995, corporate-owned patents accounted for between 73
and 76 percent of total United States–owned patents. Since then, corpora-
tions increased their share each year and represented 79 percent of total United
States–owned patents in 1998.

17Prior to 1985, data are provided as a total for the period 1963–84.
18Federal inventors frequently obtain a statutory invention registration (SIR)

rather than a patent. An SIR is not ordinarily subject to examination, and it
costs less to obtain than a patent. Also, an SIR gives the holder the right to
use the invention, but does not prevent others from selling or using it as well.

Figure 7-21.
U.S. patents granted, by nationality of inventor

See appendix table 7-12. Science & Engineering Indicators – 2000
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by legislation enacted during the 1980s which called for U.S.
agencies to establish new programs and increase incentives
to their scientists, engineers, and technicians that would fa-
cilitate the transfer of technology developed in the course of
government activities.19

Patents Granted to Foreign Inventors
Foreign-origin patents represent nearly half (46 percent in

1998) of all patents granted in the United States.20 Their share
rose throughout most of the 1980s before edging downward
in 1989. At their peak in 1988, foreign-origin patents ac-
counted for 48 percent of total U.S. patents. The following
year and up until 1996, U.S. inventor patenting increased at a
faster pace than that by foreign inventors, dropping the for-
eign share to 44 percent. Both U.S. and foreign patenting
picked up in 1997 and 1998.

Foreign patenting in the United States is highly concen-
trated by country of origin. In 1998, two countries—Japan
and Germany—accounted for nearly 60 percent of U.S. pat-
ents granted to foreign inventors. The top four countries—
Japan, Germany, France, and the United Kingdom—accounted
for about 70 percent. (See figure 7-22.)

While patenting by inventors from the leading industrial
countries has leveled off and has even begun to decline in some
instances other economies, particularly Asian economies out-
side Japan, have stepped up their patenting activity in the United
States and are showing themselves to be strong inventors of
new technologies.21 This is especially true for Taiwan and South
Korea. Before 1985 (data are available starting in 1963), Tai-
wan was awarded just 568 U.S. patents. Between 1985 and 1995,
Taiwan was awarded nearly 9,000 U.S. patents. During the next
three years, Taiwan was awarded another 7,000 U.S. patents.
U.S. patenting activity by inventors from South Korea shows a
similar growth pattern. Before 1985, South Korea was awarded
just 172 U.S. patents. Since then, more than 11,000 new pat-
ents have been awarded. In 1998, South Korea was awarded
more patents than Taiwan, and both countries surpassed Canada
to become the fifth and sixth most active foreigner inventors in
the United States. Sweden and the Netherlands are two other
countries awarded more than 1,000 patents and showing large
increases in U.S. patenting in 1998.

19The Stevenson-Wydler Technology Innovation Act of 1980 made the trans-
fer of federally owned or originated technology to state and local governments
and to the private sector a national policy and the duty of government labora-
tories. The act was amended by the Federal Technology Transfer Act of 1986
to provide additional incentives for the transfer and commercialization of fed-
erally developed technologies. Later, Executive Order 12591 of April 1987
ordered executive departments and agencies to encourage and facilitate col-
laborations among federal laboratories, state and local governments, universi-
ties, and the private sector—particularly small business—to aid technology
transfer to the marketplace. In 1996, Congress strengthened private sector rights
to intellectual property resulting from these partnerships.

20Corporations account for about 90 percent of all foreign-owned U.S.
patents in 1998.

21Some of the decline in U.S. patenting by inventors from the leading
industrial nations may be attributed to the move toward European unifica-
tion, which has encouraged wider patenting within Europe.

Text table 7-4.
Top patenting corporations

Company Number of patents

In 1998
International Business Machines Corp. ...... 2,657

Canon Kabushiki Kaisha ............................. 1,928

NEC Corporation ........................................ 1,627

Motorola Inc. ............................................... 1,406

Sony Corporation ........................................ 1,316

Samsung Electronics Co., Ltd .................... 1,304

Fujitsu Limited ............................................. 1,189

Toshiba Corporation ................................... 1,170

Eastman Kodak Company .......................... 1,124

Hitachi, Ltd .................................................. 1,094

From 1977–96

General Electric Corp. ................................. 16,206

International Business Machines Corp. ...... 15,205

Hitachi, Ltd .................................................. 14,500

Canon Kabushiki Kaisha ............................. 13,797

Toshiba Corporation ................................... 13,413

Mitsubishi Denki Kabushiki Kaisha ............. 10,192

U.S. Philips Corporation ............................. 9,943

Eastman Kodak Company .......................... 9,729

AT&T Corporation ....................................... 9,380

Motorola Inc. ............................................... 9,143

SOURCE: U.S. Patent and Trademark Office, Office of Information
Systems, TAF Program.

Science & Engineering Indicators – 2000

An examination of the top patenting corporations in
the United States over the past 25 years illustrates the
rapid technological transformation achieved by Japan
during a relatively short period. In 1973, no Japanese
companies were among the top 10 patenting corpora-
tions in the United States. In 1983, three Japanese com-
panies were among the top 10. By 1993, Japanese
companies outnumbered U.S. companies, and data for
1996 show 7 Japanese companies among the top 10.
The most recent data (1998) now show 1 South Korean
company among the top 10—3 U.S. companies, and 6
Japanese companies. (See text table 7-4.) Similar to
Japan’s, Korea’s U.S. patenting now emphasizes com-
puter technologies, television and communications tech-
nologies, and power generation technologies. Despite
their economic problems, Korea’s and Japan’s contin-
ued success patenting inventions in the United States
indicates a growing capacity for innovation in impor-
tant technologies.

Top Patenting Corporations
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Number of patents granted

Figure 7-22.
U.S. patents granted to foreign inventors, 
by nationality of inventor

NOTE: Selected countries are the top six recipients of U.S. patents 
during 1998.

See appendix table 7-12. Science & Engineering Indicators – 2000
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While U.S. patent activity spans a wide spectrum of tech-
nology and new product areas, the patenting of U.S. corpora-
tions shows a particular emphasis on several of the technology
areas that are expected to play an important role in future
economic growth. (See U.S. OSTP 1997, pp. 5–9.) In 1997,
corporate patent activity reflected U.S. technological strengths
in developing new medical and surgical devices, electronics,
telecommunications, advanced materials, and biotechnology.
(See text table 7-5.)

The 1997 patent data continue to show Japanese inventors
emphasizing technology classes associated with photography,
office machines, and consumer electronics industries. What
is also evident in 1997 is the broader range of U.S. patents
awarded to Japanese inventors in information technology.
From improved information storage technology for comput-
ers to visual display systems, Japanese inventions are earn-
ing U.S. patents in areas that aid the processing, storage, and
transmission of information.

German inventors continue to develop new products and
processes in technology areas associated with heavy manu-
facturing industries in which that country has traditionally
maintained a strong presence. The 1997 U.S. patent activity
index shows a German emphasis on motor vehicles, printing,
new chemistry and advanced materials, and material handling
equipment-related patent classes.

Fields Favored by Two Newly Industrialized
Economies

Patent activity in the United States by inventors from for-
eign countries can be used to identify a country’s technologi-
cal strengths and is also seen as a leading indicator of U.S.
product markets likely to see increased competition.

As recently as 1980, Taiwan’s U.S. patent activity was pri-
marily in the area of toys and other amusement devices. By
the 1990s, Taiwan was active in such areas as communica-
tions technology, semiconductor manufacturing processes, and
internal combustion engines. The latest available data (1997)
show that inventors from Taiwan have continued to patent
heavily in processes used in the manufacture of semiconduc-
tor devices. They also show heavy activity in computer stor-
age and display devices, advanced materials, and transistors.
(See text table 7-6.) Ten years earlier, inventors from Taiwan
received only 1 patent in any of these technology classes.

U.S. patenting by South Korean inventors has also shown
rapid technological development. The 1997 data show that
Korean inventors are patenting heavily in television technolo-
gies and a broad array of computer technologies that include
devices for dynamic and static information storage, data gen-
eration and conversion, error detection, and display systems.
(See text table 7-6.)

Both South Korea and Taiwan are already major suppliers
of computers and peripherals to the United States. The recent
patenting data show that their scientists and engineers are

22Information in this section is based on the U.S. Patent and Trademark
Office’s classification system, which divides patents into approximately 370
active classes. With this system, patent activity for U.S. and foreign inven-
tors in recent years can be compared by developing an activity index. For
any year, the activity index is the proportion of patents in a particular class
granted to inventors in a specific country divided by the proportion of all
patents granted to inventors in that country. Because U.S. patenting data re-
flect a much larger share of patenting by individuals without corporate or
government affiliation than do data on foreign patenting, only patents granted
to corporations are used to construct the U.S. patenting activity indices.

Technical Fields Favored by Foreign Inventors
A country’s distribution of patents by technical area has

proved to be a reliable indicator of a nation’s technological
strengths, as well as an indicator of direction in product de-
velopment. This section compares and discusses the various
key technical fields favored by inventors in the world’s three
leading economies—the United States, Japan, and Germany—
and in two newly industrialized economies—Taiwan and
South Korea.22
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continuing to develop the new technologies and improve ex-
isting technologies. It is likely that these new inventions will
enhance their competitiveness in the United States and glo-
bal markets.

Patenting Outside the United States
In most parts of the world, foreign inventors account for a

much larger share of total patent activity than is the case in
the United States. When foreign patent activity in the United
States is compared with that in 11 other important countries
in 1985, 1990, and again in 1996, only Russia and Japan had
less foreign patent activity. (See figure 7-23 and appendix
table 7-13.)

What is often obscured by the rising numbers in foreign-
origin patents in the United States is the success and wide-
spread activity of U.S. inventors in patenting their inventions
around the world. In 1996, U.S. inventors led all other for-
eign inventors not just in countries neighboring the United
States, but also in distant and diverse markets, such as Japan,
France, Italy, Brazil, India, Malaysia, and Thailand. (See fig-
ure 7-24.) Japanese inventors edge out Americans in Germany
and dominate foreign patenting in South Korea. German in-
ventors lead all foreign inventors in Russia; they are also quite
active in many of the other countries examined.

Venture Capital and High-Technology
Enterprise

One of the most serious challenges to new entrepreneurs
in the innovation process is capital—or the lack thereof. Ven-
ture capitalists typically make investments in small, young
companies that may not have access to public or credit-ori-
ented institutional funding. Venture capital investments can
be long term and high risk, and may include hands-on in-
volvement by the venture capitalist in the firm. Venture capi-
tal thus can aid the growth of promising small companies and
facilitate the introduction of new products and technologies,
and is an important source of funds used in the formation and
expansion of small high-technology companies. This section
examines investments made by U.S. venture capital firms, by
stage of financing and by technology area.

The pool of capital managed by venture capital firms grew
dramatically during the 1980s as venture capital emerged as
a truly important source of financing for small innovative
firms. (See text table 7-7.) By 1989, the capital managed by
venture capital firms totaled $33.5 billion, up from an esti-
mated $4.1 billion in 1980. The number of venture capital
firms also grew during the 1980s—from around 448 in 1983
to 670 in 1989.

In the early 1990s, the venture capital industry experienced

Text table 7-5.
Top 15 most emphasized U.S. patent classes for corporations from the United States, Japan, and Germany: 1997

  1. Surgical Instruments Photography Printing
  2. Biology of multicellular organisms Information storage and retrieval Plant protecting and regulating compositions
  3. Surgery: light, thermal, and electrical Electrophotography Clutches and power-stop control
      applications
  4. Surgery: application, storage, and Liquid crystal cells X-ray or gamma ray devices
      collection
  5. Prothesis Facsimile Organic compounds

(includes classes 532–570)
  6. Computers and digital processing Typewriting machines Fabrication of plastics and earthenware
  7. Data processing Television signal processing Machine element or mechanism
  8. Special receptacle or package Printing of symbolic information Winding, tensioning, or guiding devices
  9. Telephone communications Optics: systems and element Metal deforming
10. Communications: Directive radio Active solid-state devices Internal combustion engines
      wave systems
11. Chemistry: Molecular biology and Radiation imagery chemistry Coating or plastic fabrication
      microbiology
12. Chemistry: Natural resins or derivatives Storage or retrieval of magnetic information Paper making
13. Information processing system Internal-combustion engines Power-driven conveyors
      organization
14. Cryptography Television Sheet feeding or delivering
15. Chemistry: analytical and Electrical generator or motors Synthetic resins or natural rubbers
      immunological testing

NOTE: Ranking is based on patenting activity of nongovernment U.S. or foreign organizations, which are predominantly corporations. Patenting by
individuals and governments is excluded.

SOURCE: U.S. Patent and Trademark Office, Office of Information Systems, TAF Program.
Science & Engineering Indicators – 2000
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Text table 7-6.
Top 15 most emphasized U.S. patent classes for corporations from South Korea and Taiwan: 1997

  1. Television signal processing for recording Semiconductor device manufacturing process

  2. Television Etching substrate processes

  3. Static information storage and retrieval Solid state devices

  4. Semiconductor manufacturing process Metal treatment

  5. Electric lamp and discharge devices Coded data generation or conversion

  6. Dynamic information storage or retrieval Electrical nonlinear devices

  7. Dynamic magnetic information storage or retrieval Illumination

  8. Coded data generation or conversion Electrical connectors

  9. Electric heating Supports

10. Refrigeration Fluid sprinkling, spraying, and diffusing

11. Electric lamp and discharge devices Receptacles

12. Miscellaneous active electrical nonlinear devices Audio processing systems and devices

13. Liquid crystal cells, elements and systems Computer graphics processing

14. Winding, tensioning, or guiding Static information storage and retrieval

15. Electrical power supply or regulation systems Electronic digital logic circuitry

NOTE: Ranking is based on patenting activity of nongovernmental organizations, which are primarily corporations. Patenting by individuals and
governments is excluded.

SOURCE: U.S. Patent and Trademark Office, Office of Information Systems, TAF Program. Science & Engineering Indicators – 2000
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Figure 7-23.
Share of total patents awarded to nonresident inventors

See appendix tables 7-12 and 7-13. Science & Engineering Indicators – 2000
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California, New York, and Massachusetts together account
for about 65 percent of venture capital resources. It appears
that venture capital firms tend to cluster around locales con-
sidered to be “hotbeds” of technological activity, as well as in
states where large amounts of R&D are performed.23

a recession of sorts, as investor interest waned and the amount
of venture capital disbursed to companies declined—espe-
cially compared to the extensive venture capital activity of
the late 1980s. The number of firms managing venture capi-
tal also declined during the early 1990s, but the slowdown
was short-lived. Investor interest picked up during 1992, and
disbursements began to rise. Both investor interest and ven-
ture capital disbursements have continued to grow through
1998. The latest data show that total venture capital under
management rose to $84.2 billion in 1998, more than double
the amount managed just three years earlier.

23Discussion on the location of venture capital firms is derived from data
presented in Venture Economics Information Services (1999). Data on U.S.
R&D performance by state are presented in chapter 4, “Higher Education in
Science and Engineering.”



Science & Engineering Indicators – 2000  � 7-25

Venture Capital Commitments and
Disbursements

Several years of very high returns on venture capital in-
vestments have stimulated increased investor interest. This
interest soared from 1995 to 1998, with new commitments
reaching $25.3 billion in 1998, up from $15.2 billion in 1997,
and $10.5 billion in 1996. Pension funds remain the single
largest supplier of new funds, supplying nearly 60 percent of
committed capital in 1998. Corporations are the next largest
source, supplying 12 percent of committed capital, followed
closely by individuals at 11 percent.24

Starting in 1994, new capital raised exceeded capital dis-
bursed by the venture capital industry. In each of the follow-
ing years, that gap has grown larger and larger, creating surplus
funds available for investments in new or expanding innova-
tive firms. Since 1990, firms producing computer software
or providing computer-related services generally received the
largest share of new disbursements. (See figure 7-25 and ap-
pendix table 7-14.) In 1990, software companies received 17

Figure 7-24.
Patents granted to nonresident inventors: 1996

See appendix table 7-13. Science & Engineering Indicators – 2000
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Text table 7-7.
Venture capital under management in the United
States: 1980–98
(Millions of U.S. dollars)

New capital Total venture capital
committed under management

1980 ....................... 2,073.6 4,071.1
1981 ....................... 1,133.2 5,685.7
1982 ....................... 1,546.4 7,758.7
1983 ....................... 4,120.4 12,201.2
1984 ....................... 3,048.5 15,759.3
1985 ....................... 3,040.0 19,330.6
1986 ....................... 3,613.1 23,371.4
1987 ....................... 4,023.9 26,998.5
1988 ....................... 3,491.9 29,539.2
1989 ....................... 5,197.6 33,466.9
1990 ....................... 2,550.4 34,000.9
1991 ....................... 1,488.0 31,587.2
1992 ....................... 3,392.8 30,557.3
1993 ....................... 4,115.3 31,894.0
1994 ....................... 7,339.4 34,841.3
1995 ....................... 8,426.7 38,465.0
1996 ....................... 10,467.2 46,207.2
1997 ....................... 15,175.6 59,614.5
1998 ....................... 25,292.6 84,180.1

SOURCE: 1999 National Venture Capital Association Yearbook,
Venture Economics Information Services (1999).

Science & Engineering Indicators – 2000

24Based on information contained in Venture Economics Information Ser-
vices (1999).

Figure 7-25.
U.S. venture capital disbursements, 
by industry category: 1988 and 1998

See appendix table 7-14. Science & Engineering Indicators – 2000
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percent of all new venture capital disbursements, twice the
share going to computer hardware companies and biotech-
nology companies. That share rose to 27 percent in 1993, and
again in 1997. The latest data show software companies re-
ceiving more than one-third of all venture capital disburse-
ments in 1998. Telecommunications companies also attracted
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large amounts of venture capital during the 1990s, and edged
out software companies for the lead in 1992 and 1994. Medi-
cal and health-care related companies received a large share
of venture capital throughout the 1990s, reaching a high of
18 percent in 1994 before dropping to 14 percent in 1998.
Computer hardware companies, an industry highly favored
by the venture capitalists during the 1980s, received just 3
percent of total venture capital disbursements in the most re-
cent period.

Venture Capital Investments by Stage of
Financing

The investments made by venture capital firms may be
categorized by the stage at which the financing is provided:24

� Seed financing—usually involves a small amount of capi-
tal provided to an inventor or entrepreneur to prove a con-
cept. It may support product development, but rarely is
used for marketing.

� Startup financing—provides funds to companies for use
in product development and initial marketing. This type
of financing usually is provided to companies that are just
getting organized or to those that have been in business
just a short time, but have not yet sold their products in the
marketplace. Generally, such firms have already assembled
key management, prepared a business plan, and made
market studies.

� First-stage financing—provides funds to companies that
have exhausted their initial capital and that need funds to
initiate commercial manufacturing and sales.

� Expansion financing—includes working capital for the
initial expansion of a company, funds for either major
growth expansion (involving plant expansion, marketing,
or development of an improved product development), and
financing for a company expecting to go public within six
months to a year.

� Acquisition financing—provides funds to finance the pur-
chase of another company.25

� Management and leveraged buyout— includes funds to en-
able operating management to acquire a product line or
business from either a public or private company. Often
these companies are closely held or family owned.26

For this report, the first three are referred to as early-stage
financing and the remaining three as later-stage financing.

An examination of venture capital disbursements by fi-
nancing stage clearly shows that most of the funds are di-

rected to later-stage investments. Since 1982, later-stage in-
vestments captured between 59 and 75 percent of venture
capital disbursements, with the high and low points both
reached in the 1990s. In 1998, later-stage investments repre-
sented 72 percent of total disbursements. (See figure 7-26
and appendix table 7-15.) Capital for company expansions
attracted by far the most investor interest with this financing
stage alone attracting more than half of all venture capital
disbursed since 1995.

Contrary to how venture capital is often viewed, only a
relatively small amount of venture capital goes to the strug-
gling inventor or entrepreneur trying to prove a concept or to
help with product development. Over the 19-year period ex-
amined, such seed money never accounted for more than 6
percent of all venture capital disbursements, and most often
represented between 2 and 4 percent of the annual totals. Seed
financing represented about 5 percent of all venture capital
in four of the last five years. Consistent with observations
made when all venture capital investments are examined, firms
developing computer software, telecommunications technolo-
gies, and those classified as medical and health-related are
the largest recipients of venture capital seed-type financing
in the late 1990s. (See appendix table 7-16.) Computer soft-
ware is the leading technology area receiving seed-type fi-
nancing, although its share is slightly lower than that seen in
the examination of total venture capital investments (34 per-
cent overall versus 32 percent as seed money). Recently, tele-
communications firms gained favor with forward-looking
venture capitalists and attracted 21 percent of venture capital
seed-stage investments in 1998, up from 15 percent in 1997,
and 7 percent in 1996. Medical and health-related firms re-
ceived about 20 percent in each of the last two years exam-
ined.

Figure 7-26.
U.S. venture capital disbursements, by stage of 
financing: 1987–98

See appendix table 7-15. Science & Engineering Indicators – 2000
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Summary: Assessment of U.S.
Technological Competitiveness

This chapter brings together a collection of indicators that
contrast and compare national technological competitiveness
across a broad range of important technological areas. Based
on the various indicators of technology development and
market competitiveness examined, the United States contin-
ues to lead or be among the leaders in all major technology
areas. Advancements in information technologies (comput-
ers and telecommunications products) continue to influence
new technology development and to dominate technical ex-
changes between the United States and its trading partners.

Asia’s status as both a consumer and developer of high-
technology products has been enhanced by the technological
development taking place in the newly industrialized Asian
economies—in particular, South Korea and Taiwan—and in
emerging and transitioning economies, such as China, Ma-
laysia, and the Philippines. Based on the trends presented in
this chapter in patenting, in high-technology production, and
purchases of technological know-how, Asia’s influence in the
marketplace seems likely to expand in the future as other tech-
nologically emerging Asian nations join Japan as both tech-
nology producers and consumers.

The current strong position of the United States as the
world’s leading producer of high-technology products reflects
its success both in supplying a large home-based market, as
well as in serving foreign markets. In addition to the Nation’s
long commitment to investments in S&T, this success in the
international marketplace may in part be a function of scale
effects derived from serving this large, demanding domestic
market. It may be further aided by the U.S. market’s openness
to foreign competition. In the years ahead, these same market
dynamics may also benefit a more unified Europe and Latin
America and a rapidly developing Asia and complement their
investments in S&T.

Beyond these challenges, the rapid technological devel-
opment taking place around the world also offers new oppor-
tunities for the U.S. S&T enterprise. For U.S. business, rising
exports of high-technology products and services to expand-
ing economies in Asia, Europe, and Latin America are al-
ready apparent in the U.S. trade data and should grow in the
years ahead. For research, the same conditions that create new
business opportunities—the growing global technological
capacity and the relaxation of restrictions on international
business—can lead to new opportunities for the U.S. S&T
research community. The many new, well-funded institutes
and technology-oriented universities surfacing in many tech-
nologically emerging areas of the world will further scien-
tif ic and technological knowledge and lead to new
collaborations between U.S. and foreign researchers.
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Interest in—and Knowledge about—
Science and Technology
� In National Science Foundation (NSF) surveys conducted

during the past two decades, about 9 out of every 10 U.S.
adults report being very or moderately interested in new
scientific discoveries and the use of new inventions and tech-
nologies. Those with more years of formal education and those
who have taken more courses in science and mathematics are
more likely than others to express a high level of interest in
science and technology.

� The number of people who feel either well informed or
moderately well informed about science and technology is
fairly low. In 1999, only 17 percent of those surveyed described
themselves as well informed about new scientific discoveries
and the use of new inventions and technologies; approximately
30 percent thought they were poorly informed.

� Most Americans know a little, but not a lot, about science
and technology. Between 1997 and 1999, however, public
understanding of basic science concepts and terms increased
slightly.

� Although there was little change in the late 1990s in the
percentage of correct responses to most of the survey ques-
tions pertaining to knowledge of basic science concepts and
terms, the percentage of correct responses to three items
did increase. More people are able to define a molecule, the
Internet, and DNA. The growing awareness of DNA is prob-
ably attributable to heavy media coverage of the use of DNA in
crime-solving and in advancements in the field of medicine.

� About three-quarters of Americans lack a clear understand-
ing of the nature of scientific inquiry. Although more than
one-half have some understanding of probability, only one-third
were familiar with how an experiment is conducted and less
than one-quarter could adequately explain what it means to
study something scientifically.

Public Attitudes Toward
Science and Technology
� There seems to have been a small, upward trend in positive

attitudes toward science and technology. Overall, data from
the NSF survey show increasing percentages of Americans
agreeing that “science and technology are making our lives
healthier, easier, and more comfortable” and disagreeing that
“we depend too much on science and not enough on faith.”

� Although no detectable change occurred in overall public
attitudes toward genetic engineering in the late 1990s, there
was an increase in the number of individuals expressing
reservations among (1) college graduates and (2) that por-
tion of the public classified as attentive to new medical dis-
coveries. Among the former, the percentage who agreed that
the harms of genetic engineering are greater than the benefits
increased from 20 percent in 1995 to 29 percent in 1999. Among
the latter group, the percentage rose from 30 percent in 1997 to
36 percent in 1999.

International Comparisons
� North Americans and Europeans appear to have more fa-

vorable attitudes toward science and technology than the
Japanese. In addition, U.S. residents seem to harbor fewer res-
ervations about science and technology than their counterparts
in Europe, Canada, and Japan.

�In North America, Europe, and Japan, university-educated
citizens have the most positive attitudes toward science and
technology, and the least reservations, whereas those who
did not complete high school have the least favorable atti-
tudes and the most reservations. The inverse relationship
between education and reservations about science and tech-
nology seems to be strongest in the United States, compared
with three other sociopolitical systems.

Use of Computers and Computer
Technology in the United States
� In 1999, for the first time ever, a majority (54 percent) of

American adults had at least one computer in their homes.
The percentage has been rising steadily since 1983, when only
8 percent had computers in their homes.

� Approximately one-third of Americans subscribed to an on-
line service and had home e-mail addresses in 1999. Among
those with access to the Internet, the amount of time spent using
e-mail and visiting Web sites increased from an average of 80
hours per year in 1995 to approximately 270 hours in 1999.

� The number of people without access to a computer either
at home or at work fell substantially between 1983 and
1999—from 70 percent down to 34 percent. However, more
than 70 percent of those without high school diplomas did not
have access to a computer either at home or at work in 1999.

The Relationship Between Science and the
Media: Communicating with the Public
� The science community and the news media are missing

opportunities to communicate with each other and the pub-
lic. A recent study identified several problems including (1)
scientists’ distrust of the media, (2)  a perceived lack of public
interest in science, (3) communication barriers, and (4) the need
for a better informed and educated public. Both scientists and
the media could do a better job of communicating with the
public so that taxpayers gain a better understanding of what
they are getting from their investment in research and develop-
ment (R&D).

� Belief in paranormal phenomena, including astrology, ex-
trasensory perception, and alien abductions, is fairly wide-
spread. Such beliefs may reflect a lack of scientific literacy or
indicate a dearth of critical thinking skills needed not only to
understand what is going on in the world, but also to make
well-informed choices at the ballot box and in other day-to-day
living activities. Depictions of paranormal activities in the en-
tertainment media probably exacerbate the problem.
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Introduction

Chapter Overview
Most Americans have highly positive attitudes toward sci-

ence and technology. There is strong support for government
investment in basic research, and Americans also appreciate
technological advancements, especially rapidly expanding
communication capabilities such as the Internet, which have
permeated—and are having a pervasive impact on—an ever
expanding number of daily living activities.

The news about science literacy is less positive. Ameri-
cans do not seem to know much about science, especially the
scientific process. Moreover, the prevalence of scientific il-
literacy, or a dearth of critical thinking skills, may mean that
many Americans are not adept at making, or adequately pre-
pared to make, well-informed choices at the ballot box or in
their personal lives.

Most Americans rely on television and newspapers as their
major sources of information. Although the media can be
commended for providing more access to more information
than ever before, there is some concern that the press—with
more cooperation from the science and engineering commu-
nity—could do a better job of informing the public about sci-
ence and technology and their contribution to economic
prosperity, national security, and the health and well-being of
society. In addition, the increase in information has led to
“information pollution” or the presentation of fiction as fact
in a growing number of television shows. The fact that many
Americans are having trouble distinguishing between the two
has caught the attention of the science—and science policy—
community, where concern about the state of scientific lit-
eracy has never been higher. A technological society, one that
is increasingly dependent on the intellectual capacity of its
citizens, cannot afford to ignore ignorance.

Chapter Organization

This chapter begins with a discussion of the public’s inter-
est in, and knowledge about, science and technology. The level
of interest in science and technology is an indicator of both
the visibility of the science and engineering community’s work
and the relative importance accorded science and technology
by society. The first section also contains data on the level of
public understanding of basic science concepts and the na-
ture of scientific inquiry and information on the level of in-
terest and understanding in other countries.

In the second section, public attitudes toward science and
technology are examined. Data on public attitudes toward Fed-
eral funding of scientific research and public confidence in
the science community are included. In addition, this section
contains information on public perceptions of the benefits
and harms (or costs) of scientific research, nuclear power,
genetic engineering, space exploration, and the use of ani-
mals in scientific research.

The third section is devoted to a discussion of computer
usage, which is a relatively new way for the public to have

access to information about science and technology. The fourth
section covers findings from a recent study on science and
the media. Finally, concerns about belief in paranormal phe-
nomena are examined in the last section of this chapter.

Interest in—and Knowledge about—
Science and Technology

Americans are quick to say they are interested in news
about science and technology. In NSF surveys1 conducted
during the past two decades, about 9 of every 10 adults report
being very or moderately interested in new scientific discov-
eries and the use of new inventions and technologies.
However, the number who feel well—or moderately well—
informed about these subjects is considerably smaller, and
evidence shows their lack of confidence in their knowledge
is justified. That is, most Americans know a little, but not a
lot, about science and technology.2

In this section, four topics will be covered:

� public interest in science and technology and other issues,

� the public’s self-assessed level of knowledge about sci-
ence and technology and other issues,

1Thirteen of the 14 Indicators volumes published since 1972 have included
a chapter on public attitudes toward and understanding of science and tech-
nology. The surveys for the 1972, 1974, and 1976 Indicators contained a
block of 20 items inserted into an omnibus national personal interview sur-
vey conducted by Opinion Research Corporation of Princeton, New Jersey.
The 1979 survey was designed by Miller and Prewitt (1979) and analyzed by
Miller, Prewitt, and Pearson (1980); the personal interviews were conducted
by the Institute for Survey Research at Temple University. Additional na-
tional surveys were undertaken for the 1982, 1985, 1987, 1991, and 1993
Indicators reports, with telephone interviews conducted by the Public Opin-
ion Laboratory of Northern Illinois University. The chapter for Science Indi-
cators – 1985 was based on a national telephone survey conducted by the
Public Opinion Laboratory for Professor George Gerbner of the Annenberg
School of Communication at the University of Pennsylvania. In 1995, 1997,
and 1999, the Chicago Academy of Sciences conducted surveys that contin-
ued the core of attitude and knowledge items from previous Indicators stud-
ies and included telephone interviews with a random-digit sample of 2,006
adults in 1995, 2,000 in 1997, and 1,882 in 1999. The interviews for the
1995 survey were conducted by the Public Affairs Division of Market Facts
Incorporated. The interviews for the 1997 and 1999 surveys were conducted
by the National Opinion Research Center. The results can be found in past
volumes of Indicators (NSB biennial series).

In general, the response rate for each of the NSF surveys has been at 70
percent or higher. However, for the 1999 survey, the response rate was
66 percent. For more information on the 1999 survey methodology, see Miller,
Kimmel, and Hess 2000.

2It is often suggested that people tend to respond to surveys by supplying
what they think are “correct” or “expected” answers. For example, express-
ing interest in news stories about science and technology could be deemed a
correct response. Although surveys (in addition to NSF’s) have consistently
shown high levels of interest in science and technology (Gannett 1996, Pew
Research Center 1997), evidence that the average news consumer actually
pays attention to reports covering these topics is lacking (Hartz and Chappell
1997). Research sponsored by the Pew Center for the People and the Press
provides further insight leading to the conclusion that people may not be
entirely truthful when responding to survey questions about their interests in
various types of news subject. The study revealed that, although relatively
few people claim to have interest in news stories about celebrities and scan-
dal, their actual level of knowledge about these subjects is higher than that
for any other news category (Parker and Deane 1997).
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� the “attentive” public for science and technology policy,
and

� public understanding of science and technology.

Public Interest in Science
and Technology and Other Issues

U.S. residents say they are quite interested in science and
technology. More than 40 percent of those who participated
in NSF’s 1999 Survey of Public Attitudes Toward and Under-
standing of Science and Technology said they were very in-
terested in new scientific discoveries and in the use of new
inventions and technologies; another 40 to 50 percent said
they were moderately interested in these subjects; and about
10 percent reported no interest. (See appendix table 8-1.)
Among the 11 topics included in the survey, only the level of

interest in new medical discoveries, environmental pollution,
and local school issues appears higher. (See figure 8-1.)

Approximately two-thirds of the respondents said they were
very interested in new medical discoveries. None of the other
policy issues received anywhere near such a high percentage
of “very interested” responses.3 Local school issues was a

Figure 8-1.
Indices of public interest in and self-assessed knowledge about scientific and technological issues: 1990–99

Science & Engineering Indicators – 2000See appendix tables 8-2 and 8-5.
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3Surveys sponsored by Research!America show overwhelming public sup-
port for medical research. It is not a coincidence that the high level of sup-
port—coupled with the high level of interest in new medical
discoveries—coincides with historically strong Federal financial support of
research sponsored by the National Institutes of Health (NIH) (Hartz and
Chappell 1997). (See chapter 2, “ U.S. and International Research and De-
velopment: Funds and Alliances.”) Interestingly, NIH has relatively little name
recognition; less than  5 percent of the public can name the government
agency that funds most of the medical research paid for by taxpayers. In
contrast, 57 percent can name the National Aeronautics and Space Adminis-
tration (NASA), and 70 percent can name the Food and Drug Administration
(Research!America 1999).
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distant second, with 54 percent of the respondents saying they
were very interested in this topic, followed by environmental
pollution at 51 percent. (See appendix table 8-1.)

Issues receiving between 40 and 50 percent “very inter-
ested” responses were new scientific discoveries (45 percent),
military and defense policy (42 percent), economic issues and
business conditions (42 percent), and the use of new inven-
tions and technologies (41 percent). Percentages for the other
four issues ranged from 30 percent for international and for-
eign policy to 22 percent for agricultural and farm issues.
Interest in space exploration is relatively low; it ranked next
to last among the 11 issues.4 (See appendix table 8-1.)

Interest in science and technology may be at its highest
level ever. Using a 0–100 index,5 the average level of public
interest in new scientific discoveries ranged between 67 and
70 in the late 1990s; only in one other year (1983) did it reach
that level, although it has always been at 60 or higher. Interest
in new inventions and technologies tracks quite closely with
that of new scientific discoveries; in 1999, the index levels
for the two issues were 65 and 67, respectively. (See figure
8-2 and appendix table 8-2.)

New medical discoveries is the only issue that has consis-
tently had index scores in the 80s; those for environmental
pollution and local school issues have generally been in the
70s. Interest in environmental pollution seems to have sub-
sided slightly in the 1990s. (See appendix table 8-2.)

Among the other survey findings:

� Interest in economic issues and business conditions has
dipped somewhat since 1992, when it ranked third among
the 11 issues in the survey. The decline in interest may be
attributable to the health of the U.S. economy in the mid-
and late 1990s.

� Interest in military and defense policy and in international
and foreign policy reached a peak in 1990 (coinciding with
the pending Gulf War at the time the survey was con-
ducted). Interest in international and foreign policy took
an upward swing between 1997 and 1999, from 47 to 53,
which may reflect heightened interest stemming from the
war in the Balkans.

� Interest in the use of nuclear energy to generate electricity
fell from 64 in 1990 to 54 in 1995; little change in the
level of interest occurred in the late 1990s. (See appendix
table 8-2.)

Comparing Interest by Sex and Level of Education
Men express more interest than women in new scientific

discoveries and in the use of new inventions and technolo-
gies. (See figure 8-2.) The gap is particularly large for the
latter. Only space exploration has a larger disparity. Men also

Level of interest

Level of self-assessed knowledge

See appendix tables 8-3 and 8-6.

Figure 8-2.
Indices of public interest  in and self-assessed 
knowledge about scientific and technological 
issues, by sex and level of education: 1999
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4An earlier survey produced results mirroring those of NSF’s: 43 percent
of that survey’s respondents said they were very interested in learning more
about science discoveries in general, and 45 percent said they were very
interested in learning more about new inventions. In addition, 67 percent
reported being very interested in learning more about advances in medicine.
In contrast, only 32 percent had this level of interest in learning more about
space exploration (Roper 1996).

5Responses were converted to a 0–100 scale by assigning a value of 100
for a “very interested” response, a value of 50 for a “moderately interested”
response, and a value of 0 for a “not at all interested” response. Indices were
obtained by adding all the values for each issue and taking the average.
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express more interest than women in economic and business
conditions, military and defense policy, international and for-
eign policy, and nuclear energy. Women are more interested
in new medical discoveries, environmental pollution, and lo-
cal school issues. (See appendix table 8-3.)

Level of formal education and number of mathematics and
science courses taken are strongly associated with interest in
new scientific discoveries. (See figure 8-2 and appendix table
8-3.) The relationship between education and level of interest
is also strong for space exploration, economic issues and busi-
ness conditions, and for international and foreign policy—
and somewhat less strong for the use of new inventions and
technologies and new medical discoveries. Local school is-
sues, the use of nuclear energy to generate electricity, and
environmental pollution do not seem to show a relationship
between level of interest and level of education. Finally, those
with relatively low levels of formal education are more likely
than others to express high interest in agricultural and farm
issues. (See appendix table 8-3.)

International Comparisons
In general, a substantial amount of similarity exists between

U.S. residents and those in three other “sociopolitical systems,”6

in terms of interest in particular public policy issues.7 For ex-
ample, for all four—the United States, the European Union,
Japan, and Canada—the Index of Issue Interest in environmental
issues is in the low to middle 70s. However, survey respon-
dents in the United States and Canada seem to have higher
levels of interest in health and medical issues than their coun-
terparts in Europe and Japan. (See text table 8-1.)

Americans are somewhat more interested than Europeans
in new scientific discoveries and in new inventions and tech-
nologies, whereas Europeans are slightly more interested than
Americans in environmental issues.

 The Japanese appear to be less interested than Europeans
or North Americans in science and technology. In general, Japa-
nese adults express relatively more interest in economic mat-
ters and local issues—for example, land use—than in new
scientific discoveries and the use of new inventions and tech-
nologies. A significantly higher percentage of college-educated
respondents in Japan (compared with the percentage of those
with less formal education) reported substantial interest in sci-
entific and technological issues, which is also the case in Eu-
rope and in North America (Miller, Pardo, and Niwa 1997).

6The term “sociopolitical systems” is used because data for Europe were
collected with one survey, the 1992 Eurobarometer. Residents of 11 coun-
tries participated in this survey. Those countries are Belgium, Denmark,
England, France, Germany, Greece, Ireland, Italy, the Netherlands, Portugal,
and Spain.

7The international information in this chapter comes from a comparative
analysis of data from the following sources: the 1992 Eurobarometer, the
1995 NSF Survey of Public Understanding of and Attitudes Toward Science
and Technology, the 1991 Japan National Study, and the 1989 Canadian
National Study (Miller, Pardo, and Niwa 1997).

Text table 8-1.
Issue interest index scores for the European Union, the United States, Japan, and Canada

                           Mean scores

European United
Issue Union States Japan Canada

(1992) (1995) (1991) (1989)

New scientific discoveries .............................. 61 67 50 63
New inventions and technologies ................... 59 66 53 58
New medical discoveries ................................ 68 83 65 77
Environmental issues ...................................... 75 74 71 74
Space exploration ........................................... – 50 45 48
Energy/nuclear power ..................................... – 54 59 –
Computers and related technologies .............. – – – 43
Economic policy ............................................. – 68 65 52
Education/local schools .................................. – 72 62 –
Agricultural issues ........................................... – 47 56 –
Military/defense issues ................................... – 60 56 –
Foreign & international policy ......................... – 48 55 –
Politics ............................................................ 55 – – 50
Sports news .................................................... 48 – – 42
Taxes ............................................................... – – 71 –
Land use issues .............................................. – – 65 –
Senior citizen issues ....................................... – – 74 –

– = Issue not included in the survey

SOURCE:  J.D. Miller, R. Pardo, and F. Niwa, Public Perceptions of Science and Technology:  A Comparative Study of the European Union, the United
States, Japan, and Canada (Chicago: Chicago Academy of Sciences,1997). Science & Engineering Indicators – 2000



Science & Engineering Indicators – 2000 �8-7

The Public’ s Self-Assessed Level of
Knowledge about Science and Technology
and Other Issues

In general, Americans do not believe they are well informed
about issues pertaining to science and technology. In fact, for
all issues included in the NSF survey, the level of self-as-
sessed knowledge appears considerably lower than the level
of expressed interest. This is especially true for complex sub-
jects, like science and technology, where a lack of confidence
in understanding what goes on in laboratories or within the
policymaking process is understandable. For example, in 1999,
at least 40 percent of respondents in NSF’s public attitudes
survey said they were very interested in science and technol-
ogy. Yet only 17 percent described themselves as well informed
about new scientific discoveries and the use of new inven-
tions and technologies; approximately 30 percent thought they
were poorly informed. (See appendix table 8-4.)

Thus, index scores for the responses to the questions hav-
ing to do with how well informed people think they are about
various issues were lower than those for the level of interest
in those same issues. (See figure 8-1.) In 1999, three had in-
dex scores in the 50s (local school issues, new medical dis-
coveries, and economic issues and business conditions); five,
in the 40s (environmental pollution, new scientific discover-
ies, military and defense policy, the use of new inventions
and technologies, and international and foreign policy); and
three, in the 20s or 30s (space exploration, agricultural and
farm issues, and the use of nuclear energy to generate elec-
tricity). (See appendix table 8-5.)

In the 1990s, for most issues, there were no discernible
trends in the level of self-assessed knowledge. However, there
seems to have been a decline in perceived knowledge about
environmental pollution and the use of nuclear energy to gen-
erate electricity. (See appendix table 8-5.)

Level of Self-Assessed Knowledge,
by Sex and Level of Education

For 8 of the 11 issues in the 1999 survey, male respon-
dents reported higher self-assessment of their knowledge than
female respondents. For five of these issues—economic is-
sues and business conditions, military and defense policy, the
use of new inventions and technologies, international and for-
eign policy, and space exploration—the gender gap is more
than 10 index points. (See appendix table 8-6.)

In contrast, women have higher index scores than men on
two issues—local school issues and new medical discover-
ies—but the disparity in scores between the two sexes is rela-
tively small. For environmental pollution, the index scores
were identical in 1999.

As expected, generally, the more education one has—and
the more mathematics and science courses one has taken—the
better informed one thinks he or she is. The relationship be-
tween education and self-assessed knowledge is particularly
strong for new scientific discoveries, the use of new inventions
and technologies, and space exploration. It is also strong for
economic issues and business conditions and for international

and foreign policy issues, but weak or nonexistent for the other
issues in the survey. (See appendix table 8-6.)

The “Attentive” Public for
Science and Technology Policy

No one has the time or the inclination to keep up with
every issue on the public policy agenda. Moreover, not many
people are interested in many issues. A recent study contained
the following conclusion:

An analysis of public attentiveness to more than 500 news
stories over the last 10 years confirm[ed] that the American
public pays relatively little attention to many of the serious
news stories of the day. The major exceptions to this rule are
stories dealing with natural and man-made disasters and U.S.
military actions8 (Parker and Deane 1997).

Also, different people will be interested in, and will be
well informed about, different issues. Some are interested in
particular issues that affect their daily lives. For example, par-
ents of school-age children are more likely than others to show
interest in issues having to do with the quality of schools in
their communities. Chances are these parents are not only
interested in, but well-informed about, local school issues.
Others are just interested in particular issues, and because of
their interest, they have taken the time to become knowledge-
able about them; they probably also follow public policy de-
velopments in their areas of interest.

It may not be easy to pinpoint exactly who is the audience
for issues pertaining to science and technology policy. It is
probably safe to say that members of the science and engi-
neering workforce, especially those in the academic commu-
nity, are probably interested in, and well informed about,
various science and technology policy issues, but the number
of members in this community is relatively small. (See chap-
ter 3, “Science & Engineering Workforce,” and chapter 6,
“Academic Research and Development: Financial and Per-
sonnel Resources, Support for Graduate Education, and Out-
puts.”) In addition, other members of the public follow news
reports about new scientific discoveries and new inventions
and technologies. It is interesting to single out the audience
for science and technology policy so that their attitudes and
knowledge can be compared with those of everyone else.

Therefore, it is useful to classify the public into three
groups:

� The attentive public: Those who (1) express a high level of
interest in a particular issue, (2) feel well-informed about
that issue, and (3) read a newspaper on a daily basis, read

8The most closely followed news stories from 1986 through the middle of
1999 were identified by the Pew Research Center for People and the Press.
In all, there were 689 such stories. Only 39 can be considered to have any-
thing to do with science or technology, a small proportion (less than 6 per-
cent) of the total. Most of those have to do with weather and earthquake
coverage, lending credence to the truism that stories about natural and made
disasters are more likely than others to grab the public’s attention. It should
be noted that a science-related story is at the top of the list: the most closely
watched story of the period was the explosion of the Space Shuttle Chal-
lenger in 1986. (See sidebar, “The Most Closely Followed Science-Related
News Stories: 1986–99.”)
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80% Explosion of the Space Shuttle Challenger
(July 1986)

73% Destruction caused by the San Francisco
earthquake (November 1989)

66% Hurricane Andrew (September 1992)

65% The floods in the Midwest (August 1993)

63% Earthquake in Southern California
(January 1994)

51% News about cold weather in the Northeast and
Midwest (January 1994)

50% Flight of the Space Shuttle (October 1988)

49% Drought and its effects on American farmers
(August 1988)

48% The blizzard on the East Coast (January 1996)

46% Nuclear accident at Chernobyl in the Soviet
Union (July 1986)

42% Hot weather this summer and the greenhouse
effect (August 1988)

39% Unseasonable weather patterns
(December 1998)

38% The heat wave and its impact throughout the
country (July 1998)

37% The floods in California (March 1995)

36% Hurricane Mitch and the rain and mudslides in
Central America (November 1998)

34% John Glenn’s flight on the Space Shuttle
Discovery (November 1998)

34% Floods in the Pacific Northwest (January 1997)

34% Reports about flooding in Texas and other
southwestern states (June 1990)

28% Problems at nuclear reactor plants
(October 1988)

25% The earthquake in Japan (February 1995)

24% The breast implant controversy (February 1992)

24% Deployment of the Hubble Space Telescope
(May 1990)

23% The controversy over whether women in their
forties should have regular mammograms
(February 1997)

22% The exploration of the Planet Mars by the
Pathfinder Spacecraft (August 1997)

22% Discoveries made by the spacecraft Voyager 2
(September 1989)

21% Plans by a Chicago scientist to open a clinic for
cloning people (January 1998)

20% Earthquake in Iran (July 1990)

19% The outbreak of an Asian flu spread by birds or
chickens (January 1998)

17% The cloning of a sheep by a Scottish biologist
(April 1997)

15% The new drug Viagra designed to help men
overcome impotence (June 1998)

15% The problems aboard the Russian Space Station
Mir (September 1997)

14% The problems aboard the Russian Space Station
Mir (August 1997)

11% The return of Space Shuttle astronaut Shannon
Lucid to Earth (October 1996)

11% The outbreak of plague in India (October 1994)

  9% The debate over U.S. policy concerning global
warming (November 1997)

  9% Discovery of scientific evidence of the
beginnings of the universe (May 1992)

  9% AIDS conference in San Francisco (July 1990)

  8% NASA’s discovery of possible life on Mars
(September 1996)

  6% The cloning of mice by scientists in Hawaii
(July 1998)

The Most Closely Followed Science-Related News Stories: 1986–99
For nearly 15 years, the Pew Research Center for the People and the Press (1999b) has been tracking the most closely

followed news stories in the United States. Out of 689 stories identified by the Center during the period, 39 have at least
some relevance to science and medicine. Those stories, and the month and year the public was surveyed (which is a good
indication of when the event occurred), are listed below. Next to each entry is the percentage of those surveyed who said
they were following the story “very closely” (the other choices given to respondents were “fairly closely,” “not too closely,”
or “not at all closely”).

Weather is the subject of 12 of the stories on the list; they are clustered toward the top. Ten stories involve coverage of
space exploration, including the lead story of the period studied, the explosion of the Space Shuttle Challenger. Four news
stories are about earthquakes and the damage they cause. Two are about problems at nuclear reactor plants. Health is the
subject of six stories, and three are about efforts to clone animals and people.
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a weekly or monthly news magazine, or read a magazine
relevant to the issue.9

� The interested public: Those who claim to have a high level
of interest in a particular issue, but do not feel well in-
formed about it.

� The residual public: Those who are neither interested in,
nor feel well-informed about, a particular issue.

There is an attentive public for every policy issue; these groups
differ in size and composition.

Data for 1999 show that, for most issues covered by the NSF
survey, less than 10 percent of the public can be considered
attentive. New medical discoveries has the largest audience: 16
percent of all survey respondents in 1999 were classified as
attentive to that subject. (See appendix table 8-7.)

Those likely to be attentive to science and technology policy
issues are identified by combining the attentive public for new
scientific discoveries with the attentive public for new inven-
tions and technologies. In 1999, 12 percent of the population
qualified for that distinction, down from 14 percent in 1997.
Forty-four percent of the population can be classified as the
“interested public” for science and technology issues with the
“residual” population also at 44 percent of the total. (See ap-
pendix table 8-7.)

The Attentive Public for Science and
Technology Policy, by Sex and Level of Education

A direct correlation exists between attentiveness to science
and technology policy issues, years of formal education, and
the number of science and mathematics courses taken during
high school and college. In 1999, only 9 percent of people
without high school diplomas were classified as attentive to
science and technology policy issues, compared with 23 per-
cent of those with graduate and/or professional degrees. Simi-
larly, 9 percent of those with limited coursework in science
and mathematics were attentive to science and technology
policy issues, compared with 19 percent of those who had
taken nine or more high school and college science or math
courses. Men were more likely than women to be attentive to
science and technology policy issues. (See figure 8-3 and ap-
pendix table 8-8.)

International Comparisons
In the United States, Europe, and Canada, approximately

1 in 10 adults can be classified as attentive to science and
technology policy; the proportion is smaller—about 7 per-
cent—in Japan. The percentage classified as the “interested”
public (for science and technology policy) is higher in the
United States than it is in the other three sociopolitical sys-
tems. In 1995, it was 47 percent, compared with 33 percent in
Europe (for 1992), 40 percent in Canada (1989), and 12 per-
cent in Japan (1991). For all countries, there is a positive rela-
tionship between level of education and level of attentiveness
(Miller, Pardo, and Niwa 1997). (See text table 8-2.)

Public Understanding
of Science and Technology

Science literacy in the United States (and in other coun-
tries) is fairly low. That is, the majority of the general public
knows a little, but not a lot, about science and technology. For
example, most Americans know that the Earth goes around
the Sun and that light travels faster than sound. However, not
many can successfully define a molecule, and few have a good
understanding of what the Internet is despite the fact that the
Information Superhighway has occupied front page headlines
throughout the late 1990s—and usage has skyrocketed. (See
the section “Use of Computers and Computer Technology in
the United States” and chapter 9, “Significance of Informa-
tion Technologies.”) In addition, most Americans have little
comprehension of the nature of scientific inquiry.

It is important to have some knowledge of basic scientific
facts, concepts, and vocabulary. Those who possess such
knowledge have an easier time following news reports and
participating in public discourse on various issues pertaining
to science and technology. It may be even more important to
have an appreciation for the scientific process. Understand-
ing how ideas are investigated and analyzed is a sure sign of
scientific literacy. This knowledge is valuable not only in keep-
ing up with important issues and participating in the political
process, but also in evaluating and assessing the validity of
various other types of information.

In NSF’s Survey of Public Attitudes Toward and Understand-
ing of Science and Technology, respondents are asked a series
of questions designed to assess their knowledge and under-
standing of basic science concepts and terms. There are 20 such
questions, 13 of which are true/false, 3 are multiple choice,
and 4 are open-ended; that is, respondents are asked to define
in their own words DNA, a molecule, the Internet, and radia-
tion. In addition, respondents are asked questions designed to
test their understanding of the scientific process, including their
knowledge of what it means to study something scientifically,
how experiments are conducted, and probability.

Understanding Terms and Concepts
The percentage of correct responses to most of the ques-

tions pertaining to respondents’ knowledge of basic science
concepts and terms was fairly constant in the late 1990s. For
example, more than 70 percent of those interviewed knew that:

� Oxygen comes from plants.

� The continents have been moving for millions of years and
will continue to move in the future.

� Light travels faster than sound.

� The Earth goes around the Sun (and not vice versa).

� All radioactivity is not man-made. (See appendix table 8-9.)

In contrast, about one-half or fewer of the respondents knew
that:

� The earliest humans did not live at the same time as dino-
saurs.

9For a general discussion of the concept of issue attentiveness, see Miller,
Pardo, and Niwa (1997).
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Figure 8-3.
Public attentiveness to science and technology: 1999
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See appendix table 8-8.
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Text table 8-2.
Percentage of adults attentive to, or interested in, science and technology

Variable AP IP AP IP AP IP AP IP

All adults ...................................... 10 33 10 47 7 12 11 40
Education
Less than high school .................. 5 25 4 37 1 8 9 37
High school graduate ................... 9 33 8 48 7 13 11 45
Baccalaureate degree .................. 18 40 21 53 14 15 19 46
Sex
Male ............................................. 13 36 12 49 12 15 14 44
Female ......................................... 7 30 8 45 2 10 7 47
Civic scientific literacy
Well informed ............................... 18 45 29 55 40 26 26 42
Moderately well informed ............ 14 39 14 51 12 21 16 44
Not well informed ......................... 7 27 7 45 4 9 8 40

Number of cases .......................... 1,226 3,971 195 946 101 177 209 809

AP = attentive public; IP = interested public

SOURCE:  J.D. Miller, R. Pardo, and F. Niwa, Public Perceptions of Science and Technology:  A Comparative Study of the European Union, the United
States, Japan, and Canada (Chicago: Chicago Academy of Sciences,1997). Science & Engineering Indicators – 2000
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� It takes the Earth one year to go around the Sun.

� Electrons are smaller than atoms.

� Antibiotics do not kill viruses.10

� Lasers do not work by focusing sound waves. (See appen-
dix table 8-9.)

In addition, few respondents (11 percent) were able to de-
fine radiation, the Internet (16 percent), a molecule (13 per-
cent), and DNA (29 percent). Although the percentage of
correct responses to these questions is considerably lower than
that for the short-answer questions, it is noteworthy that the
percentage of correct responses to three of these questions
increased in the late 1990s:

� In 1995, only 9 percent of respondents could successfully
define a molecule. That percentage rose to 11 percent in
1997 and to 13 percent in 1999.

� In 1999, 29 percent of the respondents could define DNA,
up from 21 percent in 1995 and 22 percent in 1997. Un-
doubtedly, this growing awareness of DNA is attributable
to heavy media coverage of the use of DNA in crime-solv-
ing and in advancements in the field of medicine. (See
figure 8-4.)

� The percentage of those able to define the Internet in-
creased from 13 percent in 1997 to 16 percent in 1999.

These survey questions have been used to develop an In-
dex of Scientific Construct Understanding, making it pos-
sible to track the level of knowledge in the United States over
time and to compare that level with the level in other coun-
tries.11 Nine of the survey items are included in this index;
they are listed in figure 8-4.12 The mean score for American
adults on the Index of Scientific Construct Understanding
was 58. The comparable scores for 1995 and 1997 were 55
for both years. Understanding of basic science concepts and
terms is strongly related to both the level of formal education
and the number of high school and college science and math-
ematics courses taken. The mean scores for college graduates
and those with graduate or professional degrees were 74 and
80, respectively, compared with 44 for individuals who did

Figure 8-4.
Public understanding of scientific terms and concepts: 1999

Science & Engineering Indicators – 2000See appendix table 8-9.
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10The growing resistance of bacteria to antibiotics has received widespread
media coverage in the past few years. In identifying the main cause of the
problem—the over-prescribing of antibiotics—it is mentioned that antibiot-
ics are ineffective in killing viruses. Despite the media coverage, more than
half of those surveyed answered “true” to the statement “Antibiotics kill vi-
ruses as well as bacteria.” Although the percentage of those answering false
went up slightly—from 40 percent in 1995 to 45 percent in 1999—the lack
of correct responses indicates a lack of communication with the public on
this health-related issue.

11Although comparable data for other countries have not been updated
since the early 1990s, the most recent information available indicates similar
scores for the United States, Denmark, the Netherlands, and Great Britain.
All have slightly higher scores than France and Germany. For a complete
discussion of these data, see chapter 7 in Science & Engineering Indicators
– 1998 (NSB 1998).

12The items included in the Index of Scientific Construct Understanding
were first identified by confirmatory factor analysis. So that these items
could be placed on a common metric applicable to studies in the United
States and to studies conducted in other countries, a set of item-response
theory (IRT) values was computed for each item, which takes into account
the relative difficulty of each item and the number of items used in each
study. This technique has been used by the Educational Testing Service and
other national testing organizations in tests such as the Test of English as a
Foreign Language, the computer-based versions of the Graduate Record
Examination, and the National Assessment of Educational Progress. The
original IRT score for each respondent is computed with a mean of 0 and a
standard deviation of 1, which means that half the respondents would have a
negative score. So that more understandable terms could be used, the origi-
nal IRT score was converted to a 0–100 scale.
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not complete high school. Those who completed nine or more
high school and college science or math courses had a mean
score of 79, compared with 48 for adults who had taken five
or fewer courses. Men scored significantly higher than women,
with a mean score of 65 compared with 52 for women. (See
figure 8-5 and appendix table 8-10.)

Two of the true/false survey questions (not included in the
Index of Scientific Construct Understanding) have relatively
low percentages of correct responses:

� About one-third of the respondents answered “true” to the
statement, “The universe began with a huge explosion.”

� Forty-five percent answered “true” to the statement, “Hu-
man beings, as we know them today, developed from ear-
lier species of animals.” (See appendix table 8-9.)

Responses to these two questions may reflect religious
beliefs rather than actual knowledge about science. For the
last three-quarters of the century, probably the most contro-
versial topic in science teaching has to do with how evolu-
tion is taught—or not taught—in U.S. classrooms. In late
1999, states taking opposite sides of the issue received a
considerable amount of publicity in the news media. In Kan-
sas and Kentucky, the teaching of evolution was dropped as

a required part of the curriculum.13 (The National Science
Board issued a statement in August 1999 on the Kansas ac-
tion; see NSB 1999.) In contrast, New Mexico’s board of
education adopted an “evolution only” policy. For a more
comprehensive discussion of curriculum content at the
precollege level, see chapter 5, “Elementary and Secondary
Education.”

Understanding of Scientific Inquiry
To find out how well the public understands the nature of

scientific inquiry, NSF asked survey respondents a series of ques-
tions. First, they were asked to explain what it means to study
something scientifically.14 In addition, respondents were asked
questions pertaining to the experimental evaluation of a drug15

and to determine their understanding of probability.16

In the 1999 survey, 21 percent of the respondents provided
good explanations of what it means to study something sci-
entifically.17 About one-third answered the experiment ques-
tions correctly, including being able to say why it was better
to use a control group. More than half (55 percent) of the
respondents answered the four probability questions correctly.
(See appendix table 8-11.)

The level of understanding of the nature of scientific in-
quiry is estimated using a combination of each survey
participant’s responses to the questions. To be classified as
understanding the nature of scientific inquiry, a respondent
had to answer all the probability questions correctly and ei-
ther provide a “theory-testing” response to the question about
what it means to study something scientifically or provide a
correct response to the open-ended question about the ex-

13In an October 1999 poll, sponsored by the Kansas City Star and the
Wichita Eagle, 52 percent of the respondents disagreed with the state board
of education’s decision; 57 percent agreed with the statement that “students
in science classes in public schools should study and be tested on the idea of
evolution, the theory that living creatures have common ancestors and have
changed over time.”

14The question was, “When you read news stories, you see certain sets of
words and terms. We are interested in how many people recognize certain
kinds of terms, and I would like to ask you a few brief questions in that
regard. First, some articles refer to the results of a scientific study. When you
read or hear the term scientific study, do you have a clear understanding of
what it means, a general sense of what it means, or little understanding of
what it means?” If the response is “clear understanding” or “general sense”:
“In your own words, could you tell me what it means to study something
scientifically?”

15The question was, “Now, please think of this situation. Two scientists
want to know if a certain drug is effective in treating high blood pressure.
The first scientist wants to give the drug to 1,000 people with high blood
pressure and see how many experience lower blood pressure levels. The sec-
ond scientist wants to give the drug to 500 people with high blood pressure,
and not give the drug to another 500 people with high blood pressure, and
see how many in both groups experience lower blood pressure levels. Which
is the better way to test this drug? Why is it better to test the drug this way?”

16The text of the probability question was, “Now think about this situa-
tion. A doctor tells a couple that their ‘genetic makeup’ means that they’ve
got one in four chances of having a child with an inherited illness. Does this
mean that if their first three children are healthy, the fourth will have the
illness? Does this mean that if their first child has the illness, the next three
will not? Does this mean that each of the couple’s children will have the
same risk of suffering from the illness? Does this mean that if they have only
three children, none will have the illness?”

17A correct understanding of scientific study includes responses describ-
ing scientific study as theory testing, experimentation, or rigorous, system-
atic comparison.

Figure 8-5.
Mean score on Index of Scientific Construct 
Understanding, by sex, level of education, and 
attentiveness to science and technology: 1999
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periment, i.e., explain why it was better to test a drug using a
control group. In 1999, 26 percent of the survey respondents
gave responses that met these criteria. (See figure 8-6 and
appendix table 8-11.) In 1995 and 1997, the comparable per-
centages were 21 percent and 27 percent, respectively.

Public Attitudes Toward
Science and Technology

 In general, Americans express highly favorable attitudes
toward science and technology. In the 1999 NSF public atti-
tudes survey, overwhelming majorities agreed—and few dis-
agreed—with the following statements:

� Science and technology are making our lives healthier,
easier, and more comfortable (90 percent agreed and 9 per-
cent disagreed).

� Most scientists want to work on things that will make life
better for the average person (83 percent agreed and 15
percent disagreed).

� With the application of science and technology, work will
become more interesting (73 percent agreed and 23 per-
cent disagreed).

� Because of science and technology, there will be more op-
portunities for the next generation (84 percent agreed and
14 percent disagreed). (See appendix table 8-12.)

In a 1996 survey,

� Nearly half the respondents said that the terminology that
best describes their reaction to science and technology was
“satisfaction or hope”; 36 percent chose “excitement or
wonder”; and only 6 percent answered “fear or alarm.”

� More than half the respondents said that new developments
in science and technology will have a positive impact on
the overall standard of living in the United States; one-
fifth thought the impact would be negative.

� Approximately four out of five respondents agreed that
encouraging the brightest young people to go into scien-
tific careers should be a top national priority (Roper 1996).

Despite these indicators, a sizeable portion—although not
a majority—of the public has some reservations concerning
science and (especially) technology. See sidebar, “Attitudes
of Scientists, Legislators, and the Public Toward Science and
Technology.” For example, in the 1999 NSF survey, half of
those queried agreed with the statement: “We depend too much
on science and not enough on faith” (45 percent disagreed).
And, about 40 percent agreed that “science makes our way of
life change too fast” (57 percent disagreed). (See appendix
table 8-12.)

Overall, however, there seems to have been a small, up-
ward trend in positive attitudes toward science and technol-
ogy. In general, data from the NSF survey show increasing
percentages of Americans

� agreeing that “science and technology are making our lives
healthier, easier, and more comfortable” and

� disagreeing that “we depend too much on science and not
enough on faith.” (See appendix table 8-13.)

In addition, the survey results indicate that an increasing
number of people believe that the benefits of scientific re-
search outweigh any harmful results. (See the section “Per-
ceptions of Scientific Research.”)

The concern that does exist appears to be related to the
impact of technology on society. For example, NSF survey
respondents were fairly evenly split about whether “comput-
ers and factory automation will create more jobs than they
will eliminate.” (See appendix table 8-14.) And, a sizeable
minority—46 percent—agreed with the statement that “people
would do better by living a simpler life without so much tech-
nology.” (See appendix table 8-15.) Also, about 3 out of ev-
ery 10 people surveyed agreed that “technological discoveries
will eventually destroy the Earth” and that “technological
development creates an artificial and inhumane way of liv-
ing.” (See appendix tables 8-16 and 8-17.)

In a 1999 survey, more than half the respondents (55 per-
cent) agreed with the statement, “Our growing reliance on
technology is generally good because it makes life more con-
venient and easier.” However, 39 percent of the respondents

Figure 8-6.
Public understanding of the nature of scientific 
inquiry: 1999
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Attitudes of Scientists,
Legislators, and the Public

 Toward Science and Technology

In a 1998 survey, researchers at the University of New
Mexico Institute for Public Policy queried randomly selected
individuals representing three groups—working scientists,
members of state legislatures, and the general public—to
find out their perspectives on nuclear security.* Included in
the survey were several questions having to do with atti-
tudes toward science and technology. Not unexpectedly, the
scientists held more positive attitudes than members of the
other two groups. For example, 83 percent of the scientists
agreed that “science is the best source of reliable knowl-
edge about the world”; about two-thirds of the legislators
and members of the public also agreed with that statement.
Responses to a question related to technology, however,
showed a real difference of opinion. Forty percent of the
respondents representing the general public agreed with the
statement that “technology has become dangerous and un-
manageable,” compared with only 13 percent of the scien-
tists and 15 percent of the legislators. (See figure 8-7.)

Responses to other questions revealed a general con-
sensus among members of the three groups: slightly more
than half the scientists and members of the public agreed
that “science can eventually explain anything”; just under
50 percent of the legislators chose that response. Also,
slightly more than half of each group disagreed with the
statement “technology can solve most of society’s prob-
lems.”

Two questions exposed very different attitudes toward
the process of scientific inquiry: A majority of the public
and approximately half the legislators agreed with the fol-
lowing statements:

� The same scientific evidence can almost always be in-
terpreted to fit opposing points of view.

� The results of scientific research will almost always be
significantly affected by the values held by the re-
searcher.

In contrast, only 22 percent of the scientists agreed with
the first statement, and 36 percent with the second.

*The response rates for the general public, the scientists, and the leg-
islators were 54.8 percent, 53.8 percent, and 21.7 percent, respectively.
Because the response rate for the legislators was less than half that of the
other two groups, extensive nonresponse analysis was conducted. A com-
parison of views between legislator respondents and nonrespondents
showed a significant difference on three survey questions. Data from
those questions are not included in this sidebar. For more information on
the nonresponse analysis, see Herron and Jenkins-Smith (1998).

Figure 8-7.
Attitudes of scientists, legislators, and the public 
toward science and technology: 1997
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agreed with the other choice, “Our growing reliance on tech-
nology is generally bad because we will become too depen-
dent on it and life will get too complicated.” Those with higher
incomes are more likely to have positive attitudes toward tech-
nology: 73 percent of the respondents reporting at least
$75,000 in annual income chose the first statement, compared
with only 46 percent of those reporting less than $20,000 (The
Pew Research Center 1999a).

In another survey, more than half the respondents agreed
that “science and technology [have] caused some of the prob-
lems we face as a society” (13 percent answered “most” of
the problems). Responses to another question in the same
survey were more positive: when asked to describe their “re-
action when [they acquire] a new technical gadget, like a
VCR…,” nearly three out of five chose the response, “excite-
ment at discovering what it can do”; another quarter of those
surveyed picked “hope it will let you do things more easily.”
Only 6 percent feared they would not be able to use the new
device, and 9 percent chose “indifference or lack of interest”
(Roper 1996).

The Promise of Science— and Reservations
To track trends in public attitudes toward science and tech-

nology and to compare attitudes in the United States with
those in other countries, an Index of Scientific Promise and
an Index of Scientific Reservations were developed. In addi-
tion, the ratio of the Promise Index to the Reservations Index
is a useful indicator of current and changing attitudes toward
science and technology.18

Although a strong positive relationship exists between a
person’s level of education and favorable attitudes toward sci-
ence and technology, both the Index of Scientific Promise and
the Index of Scientific Reservations have remained fairly stable
since 1992. However, it is noteworthy that the overall ratio of
Promise to Reservations rose from 1.74 in 1995 to 1.89 in 1997.
In 1999, the ratio was 1.87. (See appendix table 8-18.)

International Comparisons
North Americans and Europeans appear to have more fa-

vorable attitudes toward science and technology than the Japa-
nese. At 55, Japan’s mean score on the Index of Scientific

Promise was considerably lower than that for the United States,
the European Union, and Canada, all of which have scores
close to 70. In all four sociopolitical systems, university-edu-
cated citizens have the most positive attitudes toward science
and technology, whereas those who did not complete high
school have less favorable attitudes. (See text table 8-3.)

U.S. residents seem to harbor fewer reservations about sci-
ence and technology than their counterparts in the other three
sociopolitical systems. The European Union, Japan, and
Canada have similar Index of Scientific Reservations mean
scores—all in the upper 50s—whereas the U.S. score was in
the upper 30s.

In all four sociopolitical systems, individuals with the low-
est levels of formal education expressed the highest levels of
reservation about science and technology. The inverse rela-
tionship between education and reservations about science
seems to be strongest in the United States. In addition, those
who scored highest on measures of science literacy reported
significantly lower levels of reservation about science and
technology than those with less knowledge of science.

In all four societies, women were slightly more likely than
men to hold reservations about science and technology. The
disparities were small and may be attributable to differences
in educational achievement.

Public Attitudes Toward the Funding of
Scientific Research by the Federal
Government

All indicators point to widespread support for government
funding of basic research. In the 1999 NSF survey, 82 per-
cent of those queried agreed with the following statement:

Even if it brings no immediate benefits, scientific research
that advances the frontiers of knowledge is necessary and
should be supported by the Federal Government.

Moreover, the level of agreement has been rising—and the
level of disagreement falling—since 1992. (See appendix table
8-19.) During the mid-1990s, a gender gap in support for fed-
erally funded basic research seemed to be closing. In 1999,
84 percent of the men in the survey agreed with the statement
cited above, compared with 80 percent of the women. (See
appendix table 8-19.)

Support for federally funded basic research is closely tied
to education level. In other words, the level of support rises
with the level of formal education. In 1999, 72 percent of
those surveyed who had not completed high school agreed
with the statement; that percentage rose to 84 percent for high
school graduates, to 87 percent for those with college de-
grees, and to 91 percent for those with graduate or profes-
sional degrees. (See appendix table 8-19.)

In addition, those with more positive overall attitudes to-
ward science and technology were more likely to express sup-
port for government funding of basic research. In 1999, 90
percent of those who scored 75 or higher on the Index of
Scientific Promise agreed that the Federal Government should
fund basic scientific research, compared with only 61 per-

18The Index of Scientific Promise and the Index of Scientific Reserva-
tions are factor scores converted to a 0–100 scale. For each of the four coun-
tries or regions, a separate confirmatory factor analysis verified the existence
of a two factor structure, and factor scores were computed for each dimen-
sion for each country or region. Within each country or region, the lowest
possible factor score (strong disagreement with all of the items) was set to
zero, and the highest possible factor score (strong agreement with all of the
items) was set to 100. All factor scores between the highest and the lowest
were placed on the 0–100 metric accordingly.

 A core of items was identical in all countries and regions, and there was
some minor variation in wording for some items from country to country.
The strength of this factor analytic approach is that it allows the calibration
of complete disagreement and complete agreement as end points on a 0–100
scale and creates a metric that is comparable across countries and regions.
The questions used in the United States are described in the notes for appen-
dix table 8-18; the questions used in Canada, Europe, and Japan are de-
scribed in Miller, Pardo, and Niwa (1997).
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cent of those with relatively low index scores. (See figure
8-8 and appendix table 8-20.)

Other studies have revealed similar favorable attitudes to-
ward the government’s role in supporting science and tech-
nology. In one survey, more than 80 percent of the respondents
agreed that “the Federal Government has an important role to
play in encouraging new developments in science and tech-
nology” and that “it is important that the United States be the
world leader in technological progress” (Roper 1996). (See

Text table 8-3.
Index of Scientific Promise and Index of Scientific Reservations for the European Union, the United States,
Japan, and Canada

                           Mean scores

European United
Variable Union States Japan Canada

(1992) (1995) (1991) (1989)

Scientific Promise

All adults ........................................................ 69 68 55 72
Level of formal education
Less than high school .................................... 68 63 54 68
High school graduate ..................................... 69 68 55 75
Baccalaureate degree .................................... 71 71 56 84
Sex
Male ............................................................... 70 69 55 76
Female ........................................................... 68 67 54 68
Civic scientific literacy
Well informed ................................................. 70 72 64 84
Moderately well informed .............................. 69 69 58 80
Not well informed ........................................... 79 67 54 69
Attentiveness to science and
technology policy
Attentive public .............................................. 74 74 56 79
Interested public ............................................ 72 69 59 74
Residual public .............................................. 67 65 54 69

Number of cases ............................................ 6,122 2,006 1,457 2,000

Scientific Reservations

All adults ........................................................ 58 39 56 56
Level of formal education
Less than high school .................................... 64 51 62 60
High school graduate ..................................... 57 39 55 52
Baccalaureate degree .................................... 53 27 50 40
Sex
Male ............................................................... 57 38 55 53
Female ........................................................... 60 40 57 58
Civic scientific literacy
Well informed ................................................. 46 24 45 39
Moderately well informed .............................. 55 30 55 45
Not well informed ........................................... 62 42 56 59
Attentiveness to science and
technology policy
Attentive public .............................................. 57 30 54 45
Interested public ............................................ 57 38 52 54
Residual public .............................................. 60 42 57 59

Number of cases ............................................ 6,122 2,006 1,457 2,000

SOURCE:  J.D. Miller, R. Pardo, and F. Niwa, Public Perceptions of Science and Technology:  A Comparative Study of the European Union, the United
States, Japan, and Canada (Chicago: Chicago Academy of Sciences,1997). Science & Engineering Indicators – 2000

sidebar, “Americans Give High Marks to Government Invest-
ment in R&D.”)

Only 14 percent of those who participated in the NSF sur-
vey thought the government was spending too much on sci-
entific research; 37 percent thought the government was not
spending enough. To put the response to this item in perspec-
tive, at least 65 percent of those surveyed thought the govern-
ment was not spending enough on other programs, including
reducing pollution, improving health care, improving educa-
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� Those who expressed greater interest in science and tech-
nology were more supportive than those with less interest
in those subjects.

� Men were slightly more likely than women to support gov-
ernment spending on basic scientific research.

Public Confidence in the
People Running Various Institutions

Public confidence in the leadership of various institutions
has been tracked for nearly a quarter of a century (Davis and
Smith annual series). Participants in the General Social Sur-

tion, and helping older people. In the survey, only exploring
space and improving national defense had less support for
increased spending than scientific research.19 In fact, 46 per-
cent of the respondents thought spending on space explora-
tion was excessive, a higher percentage than that for any other
item in the survey. (See appendix tables 8-21 and 8-22 and
the section “Perceptions of Space Exploration.”)  It should be
noted that few respondents really know what the government
spends on various programs.20

International Comparisons
Government support for basic scientific research is at least

as popular in Europe, Japan, and Canada as it is in the United
States. In all four sociopolitical systems, the level of support
has been about 80 percent or higher; the highest levels seem
to be in Canada and Japan. (See text table 8-4.) In all four
societies,

� The level of formal education and the level of scientific
literacy were positively associated with support for gov-
ernment funding of basic scientific research.

Figure 8-8.
Support for government funding of basic scientific
research, by level of general support for or 
reservations about science and technology: 1999

Percent

Science & Engineering Indicators – 2000See appendix table 8-20.
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 19Another poll also did not find high levels of support for increased sci-
ence research funding (Wirthlin 1995).

20As an aside, in the First Amendment Center survey of journalists and
scientists (see the section “The Relationship Between Science and the Me-
dia: Communicating with the Public”), respondents were asked what per-
centage of the total Federal budget is devoted to scientific research and
technology development. The four choices were less than 1 percent, 1 per-
cent to 10 percent, 11 percent to 20 percent, and more than 20 percent. Half
the journalists and 65 percent of the scientists chose the correct response [1
percent to 10 percent; the actual figure is 4 percent (See chapter 2). Most of
the rest of the survey participants guessed that less than 1 percent of the
Federal budget is invested in science and technology.

Americans Give High Marks to
Government Investment in R&D
Participants in a series of focus groups commissioned

by several high-technology companies expressed strong
support for government funding of R&D.* The consen-
sus was that R&D should be considered a priority in-
vestment in the future quality of life and that R&D
expenditures should not be cut to balance the budget
(Public Opinion Strategies and Luntz Research and Stra-
tegic Services 1996).

Comments heard at sessions include:

� “Japan and Europe are investing heavily in 21st-cen-
tury technology. If we don’t keep pace, we’ll be left
behind.”

� “If a technology is economically critical, the govern-
ment should support R&D in that area.”

� “Technological innovation doesn’t just happen; we
have to invest in it.”

� “R&D keeps us militarily strong.”

Although the focus group participants expressed sup-
port for strengthening government investment in both
basic research and applied research, if they had to choose
among competing priorities, they would give more em-
phasis to applied research projects because of their po-
tential for leading to tangible payoffs in the more
immediate future. According to the participants, govern-
ment-funded R&D projects should:

� be a national priority,

� have potential benefit for a broad number of people,

� improve people’s lives, and

� have a favorable cost–benefit calculation.

*The focus groups were held in 1996 in Lancaster, Pennsylvania
(April 11), Columbus, Ohio (April 17), Houston, Texas (April 24),
and New Orleans, Louisiana (April 25). The participants were selected
for their awareness of current events and their interest in politics; they
had a somewhat higher income and education level than the public at
large and represented both political parties.
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Percent expressing a great deal of confidence

Figure 8-9.
Public confidence in leadership of selected 
institutions: 1973–98
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Text table 8-4.
Approval of government support for basic scientific and technological research

                                                                                                                Percentage strongly agreeing or agreeing

European United
Variable Union States Japan Canada

(1992) (1995) (1991) (1989)

All adults ........................................................ 80 78 86 88
Level of formal education
Less than high school .................................... 67 67 81 85
High school graduate ..................................... 83 79 86 89
Baccalaureate degree .................................... 89 87 93 98
Sex
Male ............................................................... 83 79 90 91
Female ........................................................... 77 77 83 84
Civic scientific literacy
Well informed ................................................. 91 90 96 98
Moderately well informed .............................. 87 87 94 93
Not well informed ........................................... 74 75 85 86
Attentiveness to science and
technology policy
Attentive public .............................................. 91 83 89 92
Interested public ............................................ 89 85 96 90
Residual public .............................................. 73 70 84 84

Number of cases ............................................ 6,122 2,006 1,457 2,000

SOURCE:  J.D. Miller, R. Pardo, and F. Niwa, Public Perceptions of Science and Technology:  A Comparative Study of the European Union, the United
States, Japan, and Canada (Chicago: Chicago Academy of Sciences,1997). Science & Engineering Indicators – 2000

vey were asked whether they have a “great deal of confidence,
only some confidence, or hardly any confidence at all” in the
leadership of various institutions. In 1998, 40 percent reported
that they had a great deal of confidence in the leadership of
the scientific community. The only category that exceeded
this vote of confidence was the medical community. Science
has held the number two spot exclusively since 1978, over-
taking education (for the last time) in that year. The Supreme
Court, the military, education, major companies, and orga-
nized religion filled out the next five spots in 1999. The pub-
lic has the least confidence in the press and TV; the “great
deal of confidence” vote for the leadership of these institu-
tions was 10 percent or less in 1998. (See figure 8-9 and ap-
pendix table 8-23.)

Interestingly, although the vote of confidence for the sci-
entific community has fluctuated somewhat during the past
quarter-century, it has remained about 40 percent. In contrast,
there seems to have been an erosion in confidence in the
medical profession. The rating for this group was once as
high as 60 percent (1974); that percentage has been gradu-
ally declining for most of the past 25 years.

Perceptions of Scientific Research
By an overwhelming majority, Americans consistently

believe that the benefits of scientific research outweigh any
harmful results. Nearly half (47 percent) of the survey re-
spondents said that the benefits strongly outweigh the harms,
and another 27 percent said they slightly outweigh the harms.
These percentages have been fairly stable for the past two
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Figure 8-10.
Public assessment of scientific research: 1979–99 
(selected years)

Percent

Science & Engineering Indicators – 2000

Benefits about 
equal to harmful 
results

Harmful results 
of scientific research 
outweigh benefits

Benefits of scientific 
research outweigh 
harmful results

1999

1997

1995

1992

1990

1988

1985

1981

1979

0 10 20 30 40 50 60 70 80 90 100

See appendix table 8-24.

decades, as has the percentage of respondents taking the op-
posite position. That is, between 10 and 20 percent of those
queried believe the harms outweigh the benefits. (See figure
8-10 and appendix table 8-24.)

Men express greater surety than women that the benefits
of scientific research outweigh the harmful results. In fact,
50 percent of the men in the 1999 survey, compared with 45
percent of the women, said that the benefits strongly out-
weighed the harms. Level of education is also strongly asso-
ciated with a positive response to this question. Those who
did not complete high school are more likely than those with
more formal education to believe the harms outweigh the ben-
efits, although it should be noted that half of this group said
the benefits outweigh the harms. The comparable percent-
ages for high school graduates and for those with at least a
bachelor’s degree were 78 percent and 90 percent, respec-
tively, in 1999. (See appendix table 8-24.)

Perceptions of Nuclear Power
Americans are not as positive about all science and tech-

nology issues as they are about scientific research in general.
For example, they have been evenly divided for more than a
decade over the use of nuclear power to generate electricity.
In 1999, 48 percent of Americans believed the benefits of
nuclear power outweighed the harms, while 37 percent held
the opposite view, and 15 percent thought that benefits and
harms were equal. (See figure 8-11 and appendix table 8-25.)

Individuals with more years of formal schooling, men, and
those classified as attentive to science and technology policy

21In one poll, approximately 85 percent of the respondents said they op-
pose cloning human beings (Southern Focus 1998). In another poll, 69 per-
cent of Floridians and 63 percent of Texans supported “research into the
altering of human genes to treat disease” (Research! America 1999). Also,
see sidebar, “Public Attitudes Toward Biotechnology.”

are slightly more likely than others to believe the benefits of
using nuclear power to generate electricity outweigh the
harms. However, the correlation between education and atti-
tudes toward use of nuclear power is relatively weak.

Perceptions of Genetic Engineering
Data on public attitudes toward genetic engineering show no

decline in the percentage of survey respondents who believe that
the benefits outweigh the harmful results. In 1999, 44 percent of
those interviewed agreed that the benefits either strongly or
slightly outweigh the harms. (See figure 8-12 and appendix table
8-26.) This proportion is similar to that of the two previous sur-
veys, despite the controversy generated by the widely reported
news (in April 1997) about Dolly, the sheep cloned by a Scottish
biologist and news (in January 1998) about a Chicago scientist
planning to open a clinic for cloning people. (See sidebar, “The
Most Closely Followed Science-Related News Stories: 1986–
99.”) Had the interviewers specifically mentioned cloning, the
reaction from respondents may have been different, but the sur-
vey question did not include that word.21

The percentage of survey respondents who said that the
harms outweighed the benefits was 38 percent in 1999. Among
those classified as the attentive public for new medical dis-
coveries (who may or may not be college graduates), the per-
centage agreeing that the harms are greater than the benefits
rose from 30 percent in 1997 to 36 percent in 1999. (See fig-
ure 8-13.)

Figure 8-11.
Public assessment of nuclear power: 1990–99 
(selected years)
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Before the recent controversy over genetically modified
agricultural products erupted in Britain and other European
countries, public opinion surveys on attitudes toward bio-
technology were undertaken in Europe, Canada, and the
United States.*  Survey respondents were asked to assess
the usefulness, risk, and moral acceptability of several ap-
plications of biotechnology and to say whether or not they
would encourage each application (Miller et al. 1999).

Two sets of questions pertained to agricultural applica-
tions of biotechnology, including the use of genetic engi-
neering in

� producing foods, for example, to make them higher in
protein, allow them to keep longer, or change their taste,
and

� making crops more resistant to insect pests.

Data collected with the three surveys show Europeans
with less favorable attitudes than North Americans toward
these two applications—in terms of all four criteria. The
differences, however, were not large. For example,

� Fifty-five percent of the European survey participants
agreed that genetically modified food is useful, com-
pared with approximately two-thirds of the Canadian and
U.S. respondents.

� Three-fifths of the Europeans agreed that genetically al-
tered food is risky, compared with 55 percent and 53
percent of those in Canada and the United States, re-
spectively.

� Half the Europeans said that genetically modified food
is morally acceptable, compared with more than three-

quarters of the Canadians and two-thirds of the Ameri-
cans.

� Less than half the Europeans would encourage the pro-
duction of genetically modified food, compared with
nearly three-fifths of the North Americans.

The pattern of responses was similar for attitudes to-
ward genetic modification of crops and other plants, al-
though there seemed to be somewhat less support for this
application of biotechnology. It is important to remember
that the three surveys were conducted several years before
the controversy surrounding genetically engineered food
and crops made front-page headlines. Because the subject
has received a considerable amount of press coverage,
people may be better informed and have different opinions
than those expressed when the surveys were conducted.
(The author of the U.S. study noted that one of the prob-
lems in conducting a survey of public attitudes toward bio-
technology is that many people do not have an attitude.)

Three sets of questions in the surveys pertained to medi-
cal applications of biotechnology:

� introducing human genes into bacteria to produce medi-
cines or vaccines, e.g., to produce insulin for diabetics,

� using genetic testing to detect inherited diseases, and

� introducing human genes into animals to produce or-
gans for human transplant, such as into pigs for human
heart transplants.

The first two of these applications seem to have wide-
spread public support in all three regions, although Euro-
pean support for medicine production lagged behind that
of North Americans. However, European support for the
genetic testing application was at least equal to that of the
North Americans surveyed.

Attitudes toward the organ-transplant application were
less favorable than those for the other two medical applica-
tions, with Europeans being somewhat more opposed than
North Americans to this application, in terms of moral ac-
ceptability and whether or not the application should be
encouraged.

Public Attitudes Toward Biotechnology

*A 1996 Canadian survey, conducted by Professor Edna Einseidel, Uni-
versity of Calgary, used a national probability sample and included tele-
phone interviews with 1,000 adults. The 1996 Eurobarometer on
biotechnology was designed by a consortium of European scholars, orga-
nized and directed by Dr. John Durant of The Science Museum (London),
and included personal interviews with 15,900 adults in the 15 member
states of the European Union. A 1997 U.S. survey, directed by Professor
Jon D. Miller, Northwestern University and the Chicago Academy of Sci-
ences, used a national quota sample and included telephone interviews
with 1,067 adults.

The relationship between a person’s level of education and
his or her assessment of the benefits and harms of genetic
engineering shows some interesting trends. Although posi-
tive attitudes seemed to have increased (or stayed the same)
between 1995 and 1999 for those without bachelor’s degrees,
the opposite seems to be true for those with degrees. The per-
centage of those in the latter group agreeing that the benefits
outweigh the harms declined from 65 percent in 1995 to 55
percent in 1997, and then stayed the same in 1999. During

the same period, among those with college degrees, the per-
centage saying the harms are greater than the benefits in-
creased from 20 percent in 1995 to 24 percent in 1997 to 29
percent in 1999. (See figure 8-13.)

There is a significant gender gap in attitudes toward ge-
netic engineering. Women are considerably more likely than
men to believe the harms outweigh the benefits. In 1999, 42
percent of women agreed with this statement, compared with
only 33 percent of men. The percentage-point difference has
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Figure 8-12.
Public assessment of genetic engineering: 1985–99 
(selected years)
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been 7 or more in four of the past five NSF surveys. (See
figure 8-13 and appendix table 8-26.)

 Perceptions of Space Exploration
Before the Challenger accident, more than half the par-

ticipants in NSF’s public attitudes survey agreed that the ben-
efits of space exploration exceeded the costs. Minds changed
after the accident. The percentage agreeing that the benefits

are greater than the costs fell from 54 percent in 1985 (before
the explosion) to 47 percent in 1988 and to 43 percent in 1990.
In the 1990s, this trend, an indicator of weakening support
for the space program, leveled off. More recently, the per-
centage of survey respondents agreeing that the benefits are
greater than the costs has been rising—from 43 percent in
1992 to 49 percent in 1999, approaching the 1985 level, be-
fore the Challenger accident. (See figure 8-14 and appendix
table 8-27.)

In another poll, respondents were asked what they thought
of the space program. More than half chose the response, “ex-
citing and worthwhile”; 27 percent answered “only necessary
to keep up with other nations”; and only 18 percent said it
was “a waste of time and money.” In response to another ques-
tion, nearly half said that, in the future, the space program
will make life on Earth better because of technological ad-
vances; 17 percent thought it would be worse because the
money should have been spent on something else; and 32
percent thought the space program would not make life any
better or worse (Roper 1996).

Like other issues, there is a sizeable gender gap in public
assessment of space exploration. In fact, no other issue in the
NSF survey has such a large disparity in opinion between the
sexes. Men are more likely than women to champion the ben-
efits over the costs. The gap was 14 percentage points in 1999.

 In every year but two (1990 and 1992), a majority of men
interviewed for the survey agreed that the benefits outweigh
the costs. The percentage stood at 57 percent in 1999, com-
pared with 43 percent for women. In contrast, during the late
1980s and early 1990s, half or more of the women who par-
ticipated in the survey thought that the costs exceeded the
benefits. That is no longer true; the percentage dropped be-
low 50 percent in 1997 and stayed there in 1999.

Figure 8-13.
Percentage of U.S. adults who view the harmful results of genetic engineering as outweighing the benefits: 
1995, 1997, 1999
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Those with more formal education are more likely than
others to say that the benefits of space exploration exceed the
cost. In 1999, only 40 percent of those with less than a high
school education agreed that the benefits were greater than
the costs, compared with 49 percent of those who graduated
from high school and 60 percent of those with at least a
bachelor’s degree.

Those classified as attentive to science and technology—
or to space exploration—are more likely than the public at
large to believe that the benefits exceed the costs. At least 60
percent of each attentive group put the benefits ahead of the
costs, compared with about half of the public at large.

Finally, about two-thirds of the public favor

� sending a U.S. manned mission to Mars (Roper 1996; and
Southern Focus 1998) and

� building a space station (according to the NSF survey re-
sults).

Perceptions of the Use of
Animals in Scientific Research

Few issues in science are as divisive as the use of animals
in scientific research. There seems to be a 50–50 split in pub-
lic opinion on this issue. (See appendix table 8-28.)

Public attitudes toward research using animals are
shaped by:

� The purpose of the research.  If animals are used in re-
search on diseases such as cancer and AIDS, there is less

Figure 8-14.
Public assessment of space exploration: 1985–99 
(selected years)
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opposition than if they are used in endeavors such as cos-
metics testing.

� The type of animal. There is more tolerance for the use of
mice in scientific experiments than for the use of dogs and
chimpanzees.22

� The existence of alternatives, such as computer simula-
tions. If they can accomplish the same purpose, then people
will oppose the use of animals (Kimmel 1997).

Data from the NSF (and other) surveys show that:

� There was a slight increase in public opposition in the late
1980s.

� Compared with the citizens of other industrialized nations,
Americans are more supportive of animal research
(Kimmel 1997).

There are two major and long-standing fissures in public
opinion on the use of animals in scientific research; that is,
there are sex and age-related fault lines.

Women are far more likely than men to say they are op-
posed to the use of dogs and chimpanzees in scientific re-
search. In 1999, nearly two out of every three women surveyed
voiced opposition, whereas about one-third of the men held
the same view. (See appendix table 8-28.) This gender gap in
opinion cannot be attributed to differences between the sexes
in science and mathematics education or differences in sci-
ence literacy:

� At every education level, men are more likely than women
to support the use of dogs and chimpanzees in scientific
research. In 1995, 73 percent of men with graduate or pro-
fessional degrees favored the use of these animals in sci-
entific research, compared with 57 percent of the women
in that educational category. For those with less than a high
school education, the percentages were 59 percent and 45
percent, respectively.

� In addition, the number of science and mathematics courses
taken is strongly related to men’s attitudes toward animal
research, but not at all related to women’s attitudes.

� Among those classified as scientifically literate, 69 per-
cent of the men, compared with only 48 percent of the
women, expressed support for the use of dogs and chim-
panzees in scientific research (Kimmel 1997).

Until the late 1990s, a fairly consistent relationship ex-
isted between age and attitudes toward animal research. Gen-
erally, the older the survey respondent, the more likely he or
she was to express support for the use of animals in scientific
research. It is widely assumed that the reason more positive
attitudes are found among the elderly is that older persons

22Fewer people oppose the use of mice in scientific research; 30 percent of
those surveyed opposed research on these creatures, compared with 47 per-
cent who opposed research using dogs and chimpanzees. (See appendix tables
8-28 and 8-29.)
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experience more health problems and therefore are more at-
tuned to the need for medical research.23

In the past few years, the pattern has been less distinct.
Now, all that can be said about the relationship between age
and attitudes is that the 18- to 24-year-old age group is the
only age group in which a majority opposes the use of dogs
and chimpanzees in scientific research.  (See figure 8-15.)

It is noteworthy that, for each age group, men are signifi-
cantly more likely than women to support animal research. In
no age group does a majority of women support the use of
dogs and chimpanzees in scientific research.

Use of Computers and Computer
Technology in the United States

There has been a marked increase in the number and vari-
ety of sources providing information about science and tech-
nology. (See chapter 9, “Signif icance of Information
Technologies” and sidebar “Where Americans Get Informa-

tion About Science and Technology.”) Computers and com-
puter technologies have become important in facilitating ac-
cess to these new sources of information. According to the
1999 NSF survey, just over one-fifth of American adults have
searched for science- or health-related information on the
World Wide Web.

A number of indicators show the growing and widespread
use of computers and computer-based technologies in the late
1990s. The increase in the number of home computers is par-
ticularly noteworthy.24 In 1999, for the first time ever, a major-
ity of American adults (54 percent) had at least one computer
in their homes. The percentage has been rising steadily since
1983, when only 8 percent had them. (See figure 8-16 and ap-
pendix table 8-30.) In addition, among all adults,

� 46 percent had modems (for connection to the Internet) in
their home computers, up from 21 percent in 1995;

� 45 percent had CD-ROM readers, up from 14 percent in
1995;

� 32 percent subscribed to an on-line service and had home
e-mail addresses, up from 18 percent in 1997; and

� 17 percent had more than one computer in their homes, up
from 12 percent in 1997. (See figure 8-17 and appendix
table 8-31.)

The average amount of time spent per year using a home
computer rose from 103 hours in 1995 to 153 hours in 1999.

23It should be noted that the survey data are cross-sectional, rather than
longitudinal. Although it can be assumed that, as adults age and experience
more health problems, they become more receptive to the use of animals in
scientific research, it is also possible that the older adults who participated
in the survey have always been—throughout their lives—more supportive of
animal research than the younger participants in the survey. Likewise, it is
also possible that the current group of younger adults who participated in the
survey will retain their higher level of opposition as they age.

 One of the reasons for the high level of opposition to animal research
among young adults is that animal rights groups, which distribute brochures
to schools and use young celebrities to promote their cause, have been suc-
cessful in influencing young people, especially girls. One study found that
factors beyond educational achievement and science literacy, for example, a
strong emotional component, account for the strong opposition among young
women. Interestingly, this study revealed that the level of science achieve-
ment among girls who opposed animal research was higher than that for
girls who favored animal research (Kimmel Pifer 1994).

Percent 

Figure 8-15.
U.S. public support for the use of dogs and 
chimpanzees in scientific research: 1999
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Figure 8-16.
Public access to computers: 1983–99
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24In a poll conducted in 1996, 43 percent of the respondents said they
were very interested, and another 33 percent said they were somewhat inter-
ested, in learning more about computers. Among this same group of respon-
dents, 45 percent thought that home computers would make it easier to do
things like shopping, paying bills, making travel arrangements, and looking
things up electronically instead of going to a library or buying books or
newspapers; 16 percent thought using a computer would make doing these
activities more complicated (Roper 1996).
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(See appendix table 8-32.) This increase, however, is almost
entirely attributable to growth in the number of home com-
puters. The average amount of time each person spends using
his or her home computer remained relatively stable during
the late 1990s, around 300 hours per year. (See figure 8-18.)
However, a shift occurred in how that time was spent. More
time is being spent on the Internet and less on other activi-
ties, for example, word processing. Among all home com-
puter users, the amount of time spent on the Internet increased
more than tenfold between 1995 and 1999 (from 15 hours per
year to approximately 160). In addition, for those with Internet
access, the amount of time spent on Internet activities, in-
cluding using e-mail and visiting Web sites, increased from
an average of 80 hours in 1995 to 269 hours in 1999. (See
figure 8-18.)

The number of people with access to a computer at work
has also been climbing, but the increase has been less dra-
matic. In 1983, one-fourth of the NSF survey respondents
reported using a computer at work, and about one-third said
they did in 1990. The proportion was up to 42 percent in 1999.
(See figure 8-16 and appendix table 8-30.) In addition,

� Twenty percent of those surveyed had e-mail addresses at
work, up from 16 percent two years earlier (see appendix
table 8-31).

� The average amount of time spent using a computer at
work increased 17 percent between 1995 and 1999, to about
950 hours per year. (See figure 8-18 and text table 8-5.)

The number of people without access to a computer either at
home or at work fell between 1983 and 1999—from 70 percent
down to 35 percent. In 1999, for the first time, there was no
gender gap in lack of access. (See appendix table 8-30.)

Differences in computer access, the so-called “digital di-
vide,” are quite visible when level of formal education is
taken into account. More than 70 percent of those who lack
a high school diploma had no access to a computer either at
home or at work in 1999. In contrast, only 30 percent of
those who graduated from high school, and only 8 percent
of those with at least a bachelor’s degree, lacked access.
Although access has been rising in all three groups, the pace
is significantly slower for those with less formal education,

Figure 8-17.
Home access to computers: 1995, 1997, 1999
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See appendix table 8-31.

Text table 8-5.
Public’ s use of home computers, work computers,
and the Internet

Variable 1995  1997  1999

Percentage of public with
  Access to a home computer .............. 37 43 54
  Access to a computer at work ........... 39 38 42
  Subscription to online
    service at home................................ 7 18 32
Average time spent per year
  On home computer for home
    computer users in hours .................. 278 302 283
  On work computer for work
    computer users in hours .................. 818 971 957
Average time spent online at home
  per year in hours
  For the general public ........................ 6 29 86
  For home computer users ................. 15 67 159
  For Internet users ............................... 80 161 296

See appendix table 8-32 and previous editions of Indicators.
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Figure 8-18.
Computer usage: average hours per year: 1995, 
1997, 1999
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and what increase there has been is entirely attributable to
home computer acquisition, not access in the workplace. As
an illustration, in 1983, less than 1 percent of those without
high school diplomas had computers in their homes. By
1990, the proportion had grown to 7 percent, and by 1999,
it had increased to 22 percent. During the same 16-year pe-
riod, access to computers at work did not rise above 10 per-
cent. Clearly, there is a difference in computer acquisition
between those who did not finish high school and those with
more formal education, but there is an even greater dispar-
ity in the use of computers in the workplace. (See figure 8-
19 and appendix table 8-30.) For more information on this
subject, see the section on “Information Technologies and
the Citizen” in chapter 9.

The Relationship Between
Science and the Media:

Communicating with the Public
Most of what most Americans know about science and

technology comes from watching television or reading a news-
paper. (See sidebar, “Where Americans Get Information about
Science and Technology.”) Thus, the media serve as a crucial
conduit between the science and engineering community and
the public at large.

Findings from a recent study conducted by the First Amend-
ment Center25 revealed a general consensus that the science
community and the press are missing opportunities to com-
municate with each other and with the public:

[T]he frequent inability of science and the media to commu-
nicate effectively with each other seriously undermines sci-
ence literacy among the general public. This, in turn, creates
an electorate ill-prepared to make informed judgments about
major issues related to science, health, and technology, such
as global warming and human cloning, as well as multi-bil-
lion-dollar federal investments in research and development
(Hartz and Chappell 1997).

The public needs to be informed about the importance of
science and technology, because tax dollars fund a sizable
portion of the nation’s R&D enterprise—an estimated $66.6
billion in 1998. (See chapter 2, “U.S. and International Re-
search and Development: Funds and Alliances.”) The public
should know what it is buying with that investment. In addi-
tion, the science and engineering community, which relies
fairly heavily on public financing for both its employment
and its education, is also dependent on the news media to
inform the public about the work that it does.

The relationship between the media and the science and
engineering community has been the focus of considerable

25All information in this section (unless otherwise specified) comes from
the report Worlds Apart: How the Distance between Science and Journalism
Threatens America’s Future (Hartz and Chappell 1997). This report contains
findings from a study conducted by Jim Hartz (a veteran television and print
journalist who has covered science extensively) and Rick Chappell (associ-
ate director for science at NASA’s Marshall Space Flight Center in Hunts-
ville, Alabama). The Freedom Forum First Amendment Center is affiliated
with Vanderbilt University and its Institute for Public Policy Studies.

Figure 8-19.
Access to computers, by level of education: 
1983–99 (selected years) 
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scrutiny. Interest has grown in the past decade, probably be-
cause with the end of the Cold War, Federal support for R&D
is not quite as solid as it once was. That is, R&D is facing
stiffer competition among competing priorities within the Fed-
eral budget. (See chapter 2, “U.S. and International Research
and Development: Funds and Alliances.”)

To identify the problems and develop recommendations
for improving the relationship between science and the me-
dia, the First Amendment Center conducted a survey wherein
both journalists and scientists were asked the same series of
questions.26 (Because only about one-third of each group sub-
mitted completed questionnaires, these findings should be
treated with caution.) In addition, the survey findings were

Television is the leading source of information about
new developments in science and technology, followed by
books and newspapers.* According to the 1999 NSF sur-
vey, each adult watches an average of about 1,000 hours
of television per year; 42 percent of those hours are de-
voted to television news and 4 percent to shows about sci-
ence.** (See appendix table 8-33.)

Men watch more science shows than women; the 1999
survey data indicate that men watch an average of 46 hours
per year, compared with 38 for women. Those with more for-
mal education and those who have taken more science and
mathematics courses tend to watch more television shows
devoted to science than those with less education, but the
differences are not substantial. (See appendix table 8-33.)

Cable television subscribers watch significantly more
science shows than those without cable. The 1999 data in-
dicate that cable subscribers watch an average of 50 hours
per year, compared with 20 hours for individuals without
the service. (See appendix table 8-33.)

The most recent data show Americans reading an aver-
age of 178 newspapers, 11 news magazines, and 3 science
magazines per year. (See appendix table 8-33.) However,
the percentage of all adults who read a newspaper every day
has been declining—from 62 percent in 1983 to 41 percent
in 1999.*** (See appendix tables 8-34 and 8-35.) The de-
cline is apparent at all education levels. (See figure 8-20.)

The 1999 data indicate that Americans visit a public li-
brary an average of 9 times per year, and they borrow an
average of 11 books and 1 videotape during that time frame.
Sixty-two percent of those surveyed bought at least one
book during the preceding 12-month period, and 33 per-
cent said that they bought at least one book about science,
mathematics, or technology (including computer use). (See
appendix tables 8-33 and 8-34.)

About three out of every five Americans visit a science
museum, natural history museum, zoo, or aquarium at least
once per year. Museum attendance is positively related to
formal education and attentiveness to science and technol-
ogy. (See appendix tables 8-34 and 8-36.)

Where Americans Get Information about Science and Technology

*In one survey, 40 percent of the respondents said they pay a lot of
attention to programs about science and technology; 46 percent said they
pay a lot of attention to news reports about science on evening news shows
or programs such as 20/20 or Nightline (Roper 1996).

**Since respondents were asked to name the science shows they watch
regularly or periodically, this is a credible estimate of viewership.

***A focus group study revealed that Washington Post readers spend an
average of only 22 minutes per day reading the paper (Suplee 1999).

Percent 

Figure 8-20.
Percentage of the U.S. public reading a newspaper
every day: 1979–99
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26Questionnaires were sent to 2,328 journalists, including (1) 1,036 indi-
viduals identified in the Editor & Publisher yearbook as editors, managing
editors, or science correspondents or editors working at newspapers with
circulations greater than 50,000 and (2) all 1,292 active members of the Ra-
dio-Television News Directors Association. For the scientists in the survey,
2,002 names were drawn randomly from the list of medical researchers of
the American Medical Association and the membership lists of the Ameri-

can Geophysical Union, the American Physical Society, the Federation of
American Societies of Experimental Biology, and the American Astronomi-
cal Society. About one-third of both the journalists and the scientists submit-
ted completed questionnaires.

27The panel discussion was held on October 3, 1997, as part of a two-day
event to commemorate the 40th anniversary of the launch of the Sputnik
satellite.

discussed at a forum on the topic.27 A report was then pre-
pared that contains a comprehensive description of the issues
and recommendations for improving the relationship between
science and the media. (See footnote 25).

What Are the Problems?

Distrust of the Media
The survey revealed a lack of confidence in the press. Only

11 percent of the scientists reported having a great deal of
confidence in the press, and 22 percent said they have hardly
any. (Comparable percentages for the journalists were 35 per-
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cent and 4 percent, respectively.) Confidence in television
media was even lower: nearly half (48 percent) of the scien-
tists said they have hardly any confidence in it (compared
with 27 percent for the journalists).28 It is noteworthy that of
all groups surveyed by the First Amendment Center (including
the clergy, corporate leaders, the military, and even politicians),
none was as distrustful of the news media as the scientists.

In addition, the media were faulted for failing to under-
stand the process of scientific investigation, oversimplifying
complex issues, and focusing on trendy discoveries:

� The vast majority of the scientists either strongly (52 per-
cent) or somewhat (39 percent) agreed with the statement,
“Few members of the news media understand the nature
of science and technology, such as the tentativeness of most
scientific discovery and the complexities of results.” (Com-
parable percentages for the journalists were 23 percent and
54 percent, respectively.)

28Interestingly, the journalists’ responses to several questions indicated a
higher level of confidence in the scientific community than in their own
professional community. Also, the public in general has relatively little con-
fidence in the press and TV. (See figure 8-9 and appendix table 8-23.)

Media publicity about the Y2K problem seems to have
worked. (Of course, the Y2K issue turned out to be a
non-issue.) Data from several polls—including one con-
ducted in December 1998, another in March 1999, and
a third in August 1999—indicated

� A growing awareness of the Y2K issue, which refers
to potential problems caused by computers not pro-
grammed to recognize dates after December 31, 1999.
More than 85 percent of those polled in March and
August 1999 said they had seen or heard “some or a
great deal” about the so-called Millennium Bug, up
from 79 percent in late 1998. (See figure 8-21.)

� A lessening of concern. The percentage of respon-
dents anticipating major problems on January 1, 2000,
fell from 34 percent in December 1998 to 21 percent
in March 1999 to 11 percent in August 1999. How-
ever, concern remained over air travel, food short-
ages, and financial account accuracy. In August 1999,

�35 percent said it is likely that air traffic control sys-
tems will fail, down from 43 percent recorded three
months earlier;

�35 percent said it is likely that food and retail distri-
bution systems will fail (possibly causing grocery and
other store shortages), down slightly from the previ-
ous surveys; and

�48 percent said that it is likely that banking and ac-
counting systems will fail, down from 55 percent in
March and 63 percent in December.

� A decrease in the number of people planning to take
precautions. In August 1999,

�43 percent said they would avoid traveling on air-
planes on or around January 1, 2000, down from 54
percent in March;

�36 percent said they would stockpile food and water,
compared with 39 percent in March; and

�51 percent said they would obtain special confirma-
tion or documentation of their bank account balances,
retirement funds, or other financial records, down from
66 percent in the previous survey. (See figure 8-21.)

Most of those polled expressed:

� A high level of confidence (more than 80 percent in
August 1999) in local, state, and Federal Government
agencies’ and large companies’ ability to upgrade their
computer systems before the end of 1999.

� Less confidence in other developed and industrialized
countries’ governments (49 percent)—and in small com-
panies (65 percent, compared with 91 percent for large
companies)—being able to meet the deadline; and

� Little confidence (less than 20 percent) in the govern-
ments of Third World or other less developed countries’
ability to make the necessary software revisions.

Y2K Awareness and Concerns

Figure 8-21.
Public perception of and reaction to the 
"Year 2000 bug": 1998–99
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� More than half (56 percent) of the scientists either strongly
or somewhat agreed with the statement, “Members of the
news media rarely get the technical details about science
and technology correct.” (Only one-fifth of the journalists
agreed or somewhat agreed with the statement.)

� About three-quarters of the scientists either strongly (30
percent) or somewhat (46 percent) agreed with the state-
ment, “Most members of the news media are more inter-
ested in sensationalism than in scientific truth.” (Compa-
rable percentages for the journalists were 5 percent and 17
percent, respectively.) (See figures 8-22 and 8-23.)

Figure 8-22.
Scientists' agreement with various negative statements about the news media
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NOTE: The percentage not accounted for in each of these charts represents those scientists who answered "neither agree nor disagree."

SOURCE: J. Hartz and R. Chappell, Worlds Apart: How The Distance Between Science and Journalism Threatens America's Future (Nashville, TN: 
Freedom Forum First Amendment Center, 1997).
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Perceived Lack of Interest in Science
 News decisionmakers may decide not to cover science sto-

ries. Few editors have any formal training in science.29 These
“gatekeepers” may

� believe their readers or listeners are uninterested in sci-
ence stories and will not be able to understand them;

� allow the bad experiences they may have had with high

29Although half the journalists who participated in the First Amendment
Center survey had covered science, only 6 percent reported having science
degrees.
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Figure 8-23.
Journalists' agreement with various negative statements about the news media
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NOTE: The percentage not accounted for in each of these charts represents those journalists who answered "neither agree nor disagree."

SOURCE: J. Hartz and R. Chappell, Worlds Apart: How The Distance Between Science and Journalism Threatens America's Future (Nashville, TN: 
Freedom Forum First Amendment Center, 1997).
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school or college science courses to influence their
decisionmaking;

� think that, because their publications or programs are de-
voting sufficient space or time to stories about medicine
and health, they are doing an adequate job of covering sci-
ence; and

� claim that science sections fail to attract advertisers.30

Communication Barriers
Scientists tend to use technical jargon instead of plain En-

glish when discussing their work. Also, they have yet to mas-
ter the “sound bite.” They have a penchant for citing numerous
qualifications when describing their findings, rather than sum-
ming up their research in one or two sentences. This commu-
nication style makes it difficult for science reporters to do
their job.

Scientists also have a reputation for not being very good
at identifying what is newsworthy and relevant to readers or
listeners. According to one reporter, “scientists are sometimes

30It is widely assumed that people who read science news are not large
purchasers of the type of consumer products most heavily advertised in news-
papers. In addition, science sections of major newspapers have traditionally
been supported by computer ads and the number of computer manufacturers
has been shrinking (Suplee 1999).
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31The President’s Science Advisor, Dr. Neal Lane, often speaks and writes
about “the importance of scientists getting out of their labs, off their cam-
puses, away from their computers, and into a dialogue with the American
public.” According to Dr. Lane, “A partial solution to this disconnect [be-
tween the science community and the public] is to educate scientists on how
to be better communicators not only about their particular work but about
the role and value of science and technology to society” (Neal Lane, speech
before the Arlington Rotary Club, July 25, 1996).

32Nearly one-fourth of the scientists who participated in the First Amend-
ment Center survey said they had never been interviewed or written about in a
science news story; 45 percent answered “every few years.” In a recent article,
one host of a talk show in the United Kingdom described what a difficult time
he had getting scientists to appear on his program: “The excuses varied but I
discovered a deep-seated suspicion among British scientists about how they
would be received by a nonscientific audience” (Bragg 1998).

33Sagan “was actually denied membership in the National Academy of
Sciences, in part because many of the members felt it was unseemly for him
to be so popular, so well-spoken, to get so many lucrative book contracts”
(Hartz and Chappell 1997).

34The state of science education was the most frequently mentioned topic
among the comments provided by the scientists on their questionnaires. A
number of scientists have even observed, with dismay, what may be described
as a cultural bias against science literacy. One scientist, who is also a Con-
gressman, noted that it has “become fashionable to be ignorant about sci-
ence” (The American Institute of Physics 1999).

bad judges of their best stories” (P. Conti, as quoted in Hartz
and Chappell 1997, 92). Therefore, the message to scientists
should be:

...Two things...are vital and...found in nearly all good stories
about science: relevance and context. Since so much of sci-
ence is incremental, the reporter and the public need special
help in placing research in the context of the big
picture.…(Hartz and Chappell 1997, 93).

Most scientists are unaccustomed to discussing their work
with anyone other than their peers or students. Also, in the past,
scientists were often able to take funding for granted; that is,
they rarely needed to justify and explain their work to the public.
This may account for their lack of experience in communicating
with lay audiences through speaking engagements, on televi-
sion, on the radio, and in writing for the popular press.31

Scientists are often reluctant to talk to the press, and rarely
do so.32 Undoubtedly, some of this lack of media contact is
related to the feelings of distrust discussed previously. Also,
scientists may seem overly concerned with how they are per-
ceived by their peers. One of the most frequently cited rea-
sons for scientists’ reluctance to talk to the press is the
so-called Carl Sagan effect, that is, renowned scientist Carl
Sagan was criticized by his fellow scientists who assumed
that because Sagan was spending so much time communicat-
ing with the public, he must not have been devoting enough
time to his research.33 Another reason that may cause scien-
tists to evade the press is a fear of being misquoted or having
their work mischaracterized; in such cases, their colleagues
would have no way of knowing whether the scientist or the
reporter was at fault.

An Ill-Informed and Poorly Educated Public
Although scientists and journalists do not see eye-to-eye

on several issues, both agree that there is a need for a better
informed and educated public.34 In the First Amendment Cen-

ter survey, more than two-thirds of the journalists and more
than three-quarters of the scientists strongly or somewhat
agreed with the statement: “The American public is gullible
about much science news, easily believing in miracle cures
or solutions to difficult problems.” Moreover, 60 percent of
the journalists and 80 percent of the scientists strongly or
somewhat agreed with the statement: “Most members of the
public do not understand the importance of government fund-
ing for research” and therefore do not understand what they
are getting from their investment in R&D. (See figures 8-22
and 8-23.)

The state of science education has been a major concern
because scientific and technological advancements are hav-
ing an increasingly pervasive impact on modern life. (See
chapter 5, “Elementary and Secondary Education.”) Both sets
of respondents cited weaknesses in science education in their
survey questionnaires.35 Not only does the education system
not do as good a job as it should in imparting basic scientific
knowledge, it also lets too many students slide through with-
out developing good critical thinking skills, skills crucial in a
society in which informed decisionmaking is becoming in-
creasingly important and more complex. (See the section
“Belief in the Paranormal or Pseudoscience.”)

What Should Be Done
To Improve the Relationship?

Both scientists and journalists participating in the First
Amendment Center project demonstrated a willingness to
improve their working relationship. More than three-quarters
of the scientists said they would be willing to take a course
designed to help them communicate better with journalists
and the public, and more than 90 percent said they would be
willing to participate in an ongoing dialogue with members
of the news media.

After reviewing the survey findings and listening to ideas
exchanged at the forum, participants developed the follow-
ing recommendations, which were included in the First
Amendment Center report:

� Scientists and reporters should engage in an ongoing dia-
logue with each other to learn how both can do a better job
of communicating with the public.

� Professional societies and other organizations representing
scientific disciplines should maintain Web sites that con-
tain the telephone numbers and e-mail addresses of scien-
tists available to talk to the press. These Web sites should
also contain information useful to the press and the general
public and should have links to a master Web site main-

35According to the NSF survey, a majority of Americans believes that the
quality of science and mathematics education in U.S. schools is inadequate.
But that proportion has been falling. Three-quarters of those surveyed held
that view in 1992 and two-thirds did in 1999. (See appendix table 8-37.) In
another poll, 57 percent of the respondents strongly agreed, and 28 percent
somewhat agreed, with the statement that “unless we put more emphasis on
science in the schools, we won’t have the trained people we will need for life
in the twenty-first century” (Roper 1996).
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tained by either the American Association for the Advance-
ment of Science or the National Academy of Sciences.

� Each article published in a scientific journal should in-
clude a brief summary—written in plain English—that con-
tains the author’s major findings and a brief explanation
of the research’s importance and relevance.

� Future scientists should be required to take undergraduate
courses in communications, and future journalists should
be required to take courses in science (to gain a better un-
derstanding of the scientific process).

� Journalists should approach what may appear to be
groundbreaking research with caution, paying heed to the
peer-review process, before reporting on the research.

� The scientific community should train spokespersons for each
discipline, and scientists should welcome opportunities to talk
about their work with the press and the general public.36

Belief in the Paranormal
or Pseudoscience37

Does it matter if people believe in astrology, extrasensory
perception (ESP), or that aliens have landed on Earth? Are
people who check their horoscopes, call psychic hotlines, or
follow stories about alien abductions just engaging in harm-
less forms of entertainment? Or, are they displaying signs of
scientific illiteracy?

Concerns have been raised, especially in the science com-
munity, about widespread belief in paranormal phenomena.
Scientists (and others) have observed that people who believe
in the existence of paranormal phenomena may have trouble
distinguishing fantasy from reality. Their beliefs may indi-
cate an absence of critical thinking skills necessary not only
for informed decisionmaking in the voting booth and in other
civic venues (for example, jury duty38), but also for making
wise choices needed for day-to-day living.39

Specific harms caused by paranormal beliefs have been
summarized as:

� a decline in scientific literacy and critical thinking;

� the inability of citizens to make well-informed decisions;

� monetary losses (psychic hotlines, for example, offer little
value for the money spent);

� a diversion of resources that might have been spent on more
productive and worthwhile activities (for example, solv-
ing society’s serious problems);

� the encouragement of a something-for-nothing mentality
and that there are easy answers to serious problems, for
example, that positive thinking can replace hard work; and

� false hopes and unrealistic expectations (Beyerstein 1998).

For a better understanding of the harms associated with
pseudoscience, it is useful to draw a distinction between sci-
ence literacy and scientific literacy. The former refers to the
possession of technical knowledge. (See “Understanding
Terms and Concepts” in the section “Public Understanding
of Science and Technology.”) Scientific literacy, on the other
hand, involves not simply knowing the facts, but also requires
the ability to think logically, draw conclusions, and make de-
cisions based on careful scrutiny and analysis of those facts
(Maienschein 1999; Peccei and Eiserling 1996).

The amount of information now available can be over-
whelming and seems to be increasing exponentially. This has
led to “information pollution,” which includes the presenta-
tion of fiction as fact. Thus, being able to distinguish fact
from fiction has become just as important as knowing what is
true and what is not. The lack of this ability is what worries
scientists (and others), leading them to conclude that
pseudoscientific beliefs can have a detrimental effect on the
well-being of society.40 (See “An Ill-Informed and Poorly
Educated Public” in the section “The Relationship between
Science and the Media: Communicating with the Public.”)

Belief in the Paranormal: How Common Is It?
Belief in the paranormal seems to be widespread. Various

polls have shown that

� As many as one-third of Americans believe in astrology,
that is, that the position of the stars and planets can affect
people’s lives (Harris 1998, Gallup 1996, and Southern
Focus 1998). In 1999, 7 percent of those queried in the
NSF survey said that astrology is “very scientific” and 29
percent answered “sort of scientific.” (See figure 8-24.)
Twelve percent said they read their horoscope every day

36One journalist advises scientists to “track the ways that the popular me-
dia report basic research and interpret its value.” According to the writer,
“scientists can get clues [about how to improve] their communication skills
with the media by noting what editors choose to cover, what they dismiss as
uninteresting, and, more subtly, how they sometimes fail to make connec-
tions or provide perspective“ (Lewis 1996).

37Pseudoscience has been defined as “claims presented so that they ap-
pear [to be] scientific even though they lack supporting evidence and plausi-
bility.” In contrast, science is “a set of methods designed to describe and
interpret observed and inferred phenomena, past or present, and aimed at
building a testable body of knowledge open to rejection or confirmation”
(Shermer 1997). Paranormal topics include yogic flying, therapeutic touch,
astrology, fire walking, voodoo magical thinking, Uri Geller, placebo, alter-
native medicine, channeling, Carlos hoax, psychic hotlines and detectives,
near death experiences, UFOs, the Bermuda Triangle, homeopathy, faith
healing, and reincarnation (Committee for the Scientific Investigation of
Claims of the Paranormal).

38Because of several well-publicized court cases, considerable attention has
been focused on the role of science in the courtroom and the ability of judges
and juries to make sound decisions in cases involving highly complex, sci-
ence- or technology-based evidence. (See Angell 1996 and Frankel 1998.)

39A fairly common example that reflects a dearth of critical thinking skills
is the number of people who become victims of get-rich-quick (for example,
pyramid) schemes.

40According to J. Randi, “acceptance of nonsense as mere harmless aber-
rations can be dangerous to us. We live in an international society that is
enlarging the boundaries of knowledge at an unprecedented rate, and we
cannot keep up with much more than a small portion of what is made avail-
able to us. To mix our data input with childish notions of magic and fantasy
is to cripple our perception of the world around us. We must reach for the
truth, not for the ghosts of dead absurdities” (Randi 1992).
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or “quite often”; 32 percent answered “just occasionally.”41

(See appendix tables 8-38 and 8-39.)

� Nearly half or more believe in extrasensory perception or ESP
(Gallup 1996; Southern Focus 1998). According to one poll,
the number of people who have consulted a fortune-teller or
a psychic may be increasing: in 1996, 17 percent of the re-
spondents reported contact with a fortune-teller or psychic,
up from 14 percent in 1990 (Gallup 1996).42

� Between one-third and one-half of Americans believe in
unidentified flying objects (UFOs). A somewhat smaller
percentage believes that aliens have landed on Earth
(Gallup 1996; Southern Focus 1998).

Other polls have shown one-fifth to one-half of the re-
spondents believing in haunted houses and ghosts (Harris
1998; Gallup 1996; Sparks, Nelson, and Campbell 1997), faith
healing (Roper 1994, USA Today 1998), communication with
the dead (Gallup 1996), and lucky numbers. (See appendix
table 8-40.) Some surveys repeated periodically even show
increasing belief in these examples of pseudoscience (USA
Today 1998).

Belief in most—but not all—paranormal phenomena is
higher among women than men. More women than men be-
lieve in ESP (especially telepathy and precognition), astrol-
ogy, hauntings, and psychic healing. On the other hand, men
have stronger beliefs in UFOs and bizarre life forms, for ex-

ample, the Loch Ness monster (Irwin 1993). In the NSF sur-
vey, 39 percent of the women, compared with 32 percent of
the men, said astrology is “very” or “sort of ” scientific; 56
percent of the women, compared with 63 percent of the men,
answered “not at all scientific.”43 (See appendix table 8-38.)

Not surprisingly, belief in astrology is negatively associ-
ated with level of education.44 Among those without high
school diplomas, only 41 percent said that astrology is “not
at all scientific.” The comparable percentages for high school
and college graduates are 60 percent and 76 percent, respec-
tively. (See appendix table 8-38.)

Do the Media Have a Role
in Fostering Belief in the Paranormal?

Scientists and others believe that the media—and in particu-
lar, the entertainment industry—may be at least partially re-
sponsible for the large numbers of people who believe in astrology,
ESP, alien abductions, and other forms of pseudoscience. Be-
cause not everyone who watches shows with paranormal themes
perceives such fare as merely entertaining fiction, there is con-
cern that the unchallenged manner in which some mainstream
media portray paranormal activities is exacerbating the problem
and contributing to the public’s scientific illiteracy.45

In recent years, studies have been undertaken to determine
whether televised depictions of paranormal events and be-
liefs influence television viewers’ conceptions of reality
(Sparks 1998). Although the results of these studies are ten-
tative and require replication, all of them suggest that the way
television presents paranormal subjects does have an effect
on what viewers believe. For example,

� Those who regularly watch shows like The X-Files, Un-
solved Mysteries, Sightings, and Psychic Friends were sig-
nificantly more likely than those who did not watch these
programs to endorse paranormal beliefs (Sparks, Nelson,
and Campbell 1997).46

� Shows about paranormal phenomena, including UFOs,
without disclaimers are more likely than those with dis-
claimers to foster belief in the paranormal. (Sparks,
Hansen, and Shah 1994; Sparks and Pellechia 1997).

� Some fans of The X-Files find the show’s storylines “highly
plausible,” and also believe that the government is cur-
rently conducting clandestine investigations similar to those
depicted on the series (Evans 1996).

41In the 1996 Gallup Poll, 18 percent of respondents said they read an
astrology column regularly.

42At the First Amendment Center’s forum on science and the media, one
of the participants cited what he called the “most frightening” results of a
poll of students in Columbia’s graduate school of journalism: 57 percent of
the student journalists believed in ESP; 57 percent believed in dousing; 47
percent in aura reading; and 25 percent in the lost continent of Atlantis (J.
Franklin cited in Hartz and Chappell 1997).
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See appendix table 8-38.

43In an earlier NSF survey, 6 percent of the female—compared with 3
percent of the male—respondents reported changing their behavior because
of an astrology report.

44A survey of 1,500 first-year college students found that 48.5 percent of
arts—and 33.4 percent of science—students considered both astronomy and
astrology scientific (De Robertis and Delaney 1993).

45Examples of pseudoscience that receive a considerable amount of cov-
erage in the mainstream media are unproven health-related therapies. Also,
as Carl Sagan pointed out, almost every newspaper has an astrology column,
but not many have even a weekly column devoted to science.

46This result could simply mean that people who believe in the paranor-
mal are more likely than others to watch such programs. However, the find-
ings are consistent with the conclusions of earlier experiments conducted by
the same researcher (Sparks 1998).
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What Is Being Done To
Present the Other Side?

The Committee for the Scientific Investigation of Claims
of the Paranormal (CSICOP) is a nonprofit scientific and edu-
cational organization started in 1976 by scientists (including
several Nobel laureates), members of the academic commu-
nity, and science writers. Members of CSICOP, frequently
referred to as skeptics, advocate the scientific investigation
of paranormal claims and the dissemination of factual infor-
mation to counter those claims. CSICOP’s mission includes
taking advantage of opportunities to promote critical think-
ing, science education, and the use of reason to determine the
merits of important issues.47

The Council for Media Integrity, an educational outreach
and advocacy program of CSICOP, was established in 1996.
Its objective is to promote the accurate depiction of science
by the media. The Council, which includes distinguished in-
ternational scientists, academics, and members of the media,
believes it is necessary to counteract the entertainment
industry’s portrayal of paranormal phenomena because:

� television has such a pervasive impact on what people
believe;

� an increasing number of shows are devoted to the paranor-
mal, and they attract large audiences;

� a number of shows use a documentary style to promote
belief in the reality of UFOs, government coverups, and
alien abductions;

� opposing views are seldom heard in shows that advocate
belief in the paranormal; and

� some shows contribute to scientific illiteracy by promot-
ing unproven ideas and beliefs as real, instilling a distrust
of scientists48 and fostering misunderstanding of the meth-
ods of scientific inquiry.

To promote media responsibility—particularly within the
entertainment industry—and to publicize irresponsibility—
the Council established two awards49:

� The “Candle in the Dark Award” is given to television pro-
grams that have made a major contribution to advancing
the public’s understanding of science and scientific prin-
ciples. The 1997 and 1998 awards went to two PBS pro-
grams: Bill Nye—The Science Guy and Scientific Ameri-
can Frontiers.

� The “Snuffed Candle Award” is given to television pro-
grams that impede public understanding of the methods
of scientific inquiry. The 1997 and 1998 winners were Dan
Akroyd, for promoting the paranormal on the show Psi-
Factor, and Art Bell, whose radio talk-show promoted be-
lief in UFOs and alien abductions.

In its efforts to debunk pseudoscience, the Council also
urges TV producers to label documentary-type shows depict-
ing the paranormal as either entertainment or fiction, provide
the media with the names of expert spokespersons, ask U.S.
newspapers to print disclaimers with horoscope columns, and
use “media watchdogs” to monitor programs and encourage
responsibility on the part of television producers.

Finally, various skeptics groups and renowned skeptic
James Randi have long-standing offers of large sums of money
to anyone who can prove a paranormal claim. Randi and mem-
bers of his “2000 Club” are offering more than a million dol-
lars. So far, no one has met the challenge.

Conclusion
Americans express a high level of interest in science and

technology. Despite this interest, they lack confidence in their
knowledge of these subjects; in 1999, only 17 percent thought
they were well informed about science and technology. Those
with more years of formal education and those who have taken
more courses in science and mathematics are more likely than
others to express a high level of interest in science and tech-
nology and to believe that they are well informed about them.

Data on science literacy in the United States indicate that
most Americans do not know a lot about science and technol-
ogy. The percentage of correct responses to a battery of ques-
tions designed to assess the level of knowledge about, and
understanding of, science terms and concepts has not changed
appreciably in the past few years. In addition, approximately
three-quarters of Americans do not understand the nature of
scientific inquiry. Individuals with more years of formal
schooling and who have taken more courses in science and
mathematics were more likely than others to provide correct
responses to the science literacy questions.

Americans have highly positive attitudes toward science
and technology, strongly support the Federal Government’s
investment in basic research, and have high regard for the
science community. However, some individuals harbor reser-
vations, especially about technology and its effect on society.
In addition, the use of nuclear energy and the use of dogs and
chimpanzees in scientific research do not have widespread sup-
port. Also, a sizeable minority of the public questions the value
of the space program; however, support has been gaining ground
in recent years. Finally, in the past few years, new pockets of
concern about genetic engineering have arisen among the well-
educated and those most attentive to medical issues.

Americans get most of their information about public
policy issues from television news and newspapers. There is
widespread consensus—among both scientists and journal-

47CSICOP’s official journal The Skeptical Inquirer is a vehicle for dis-
seminating and publicizing the results of scientific studies of paranormal
claims.

48According to one study, scientists are portrayed more negatively than
members of any other profession on prime-time entertainment shows. They
are more likely to be killed or to kill someone. In fact, the study found that
10 percent of the scientists on fictional TV shows get killed and 5 percent
kill someone (Gerbner 1987).

49The award titles were inspired by Carl Sagan’s book, The Demon Haunted
World: Science as a Candle in the Dark (Sagan 1996).
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ists—that important information about science and technol-
ogy and their value to society is not reaching the public. In
addition, the media have come under criticism, especially by
scientists, for sometimes providing a distorted view of sci-
ence and the scientific process, and thus contributing to sci-
entific illiteracy.

Computers and computer technology represent a relatively
new way of acquiring information, including information
about science and technology. Computer usage—including
access to the Internet and the use of e-mail—has skyrock-
eted. This phenomenon is thoroughly explored in chapter 9,
“Significance of Information Technologies.”
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IT and the Economy

� The Internet and the World Wide Web are expanding
rapidly, domestically and internationally. The number
of Internet hosts (computers connected to the Web) has
grown from about 1 million in 1992 to 60 million in mid-
1999. The United States is second to Finland in the num-
ber of Internet hosts per capita.

� The information technology (IT) industry has contrib-
uted substantially to U.S. economic performance.
Growth in the IT industry contributed an estimated 29 per-
cent of growth in real Gross Domestic Income in 1998.
Declining prices in IT-producing industries contributed to
reduced inflation in the overall economy.

� Internet-based electronic commerce is growing rapidly
and changing the impact of IT on the economy. Private
market research firms estimated that the value of transac-
tions conducted over the Internet will reach $1 trillion by
2003 (up from $40–100 billion in 1998).

� Electronic commerce is encouraging international ef-
forts to develop more consistent and predictable legal
regimes. National and subnational laws and regulation
come into conflict on the Internet in intellectual property,
privacy, content, and other areas.

� An increase in income inequity has coincided with the
computerization of the workplace. IT appears to have
increased the demand for high-skill jobs in absolute terms
as well as relative to low-skill jobs.

� There has been a strong growth in the demand for work-
ers with IT skills. The Bureau of Labor Statistics projects
that more than 1.3 million new computer scientists, com-
puter engineers, systems analysts, and computer program-
mers will be needed between 1996 and 2006.

IT, Education, and Knowledge Creation

� Schools are rapidly connecting to the Internet. By 1998,
89 percent of public schools were connected to the Internet
(up from 35 percent in 1994). In 1998, 51 percent of in-
structional rooms in public schools were connected to the
Internet—up from 3 percent in 1994 and 27 percent in
1997.

� Colleges are increasingly using IT in instruction. The
percentage of college courses using e-mail, Internet re-
sources, class Web pages, and other forms of information
technology in instruction increased rapidly between 1994
and 1998.

� The effectiveness of information technology in educa-
tion is still unclear. Many studies show that information
technology has positive effects on learning, but its cost-

effectiveness relative to other investments in education is
less clear.

� Distance education using information technology is
expanding rapidly and opens educational opportuni-
ties for nontraditional students. It also raises new issues
regarding ownership of intellectual property rights in in-
structional material and concerns about the future of tra-
ditional education.

� Electronic scholarly communication is expanding rap-
idly. The number of electronic journals doubled between
1996 and 1997. Preprint servers have proven to be very
efficient modes of scholarly communication and have be-
come major modes of communications in some fields.

� The amount of information on the World Wide Web is
approaching the amount of text in the largest libraries.
The World Wide Web was estimated to contain 6 trillion
bytes of text in February 1999—equivalent to 6 million
books. About 6 percent of Web servers are based at uni-
versities, colleges, or research laboratories.

� IT is increasingly important in research. In addition to
the traditional use of computing in the physical sciences
and engineering, information technologies are having in-
creasing impact in biology (especially genomics) and are
providing new tools for research collaboration.

IT and the Citizen

� Home access to personal computers and the Internet is
increasing rapidly. The percentage of U.S. households
owning a home computer increased from 24 percent in
1994 to 42 percent in 1998. The percentage of households
with access to the Internet increased from 2 percent in 1994
to 26 percent in 1998.

� There are differences in home adoption of IT by in-
come level, race/ethnicity, and geographic location.
People who are more affluent, more highly educated, and
in higher-status occupations are more likely to have home
personal computers and Internet access. Even after con-
trolling for differences in income, blacks lag whites in
ownership of home computers and in linking to the Internet.

� Home use of the Internet is primarily for e-mail and
World Wide Web activity. Health and medicine are the
most popular Internet subjects.

� Governments around the world are using the Internet
and the World Wide Web to communicate with con-
stituencies. Most countries have Web sites for some of
their agencies. Almost 40 had Web sites for 70 percent or
more of their top-level agencies.
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Introduction

Chapter Overview
The revolution in information technology (IT) has been

likened to the industrial revolution in terms of its potential
scope and impact on society (Alberts and Papp 1997; Castells
1996; Freeman, Soete, and Efendioglu 1995; Kranzberg 1989).
Few other modern advances in technology have had the ca-
pacity to affect so fundamentally the way people work, live,
learn, play, communicate, and govern themselves. As IT ex-
tends human capabilities and takes over other functions pre-
viously performed by humans, it can even affect what it means
to be human.

It is far from clear what the total effects of IT on society will
be. As Vannevar Bush (1945) noted more than 50 years ago,
“The world has arrived at an age of cheap complex devices of
great reliability; and something is bound to come of it.” The
question is, What has become of it? As with automobiles and
television earlier in the 20th century, information technologies
can be expected to have diverse and far reaching effects on so-
ciety—some good, some bad, and many unanticipated.

The IT revolution raises many policy issues: How will IT
affect the development and safety of children and the privacy
of adults? How will IT affect the distribution of knowledge,
wealth, and power among different groups in the United States
and around the world? Will there be a “digital divide” be-
tween IT-rich and IT-poor groups that increases current in-
equalities? How will IT affect national sovereignty and
international law? How will IT affect education and the fu-
ture of libraries, universities, and scholarly communication?
What measures are needed to make electronic commerce
markets operate efficiently and fairly? Which issues can best
be handled adequately in the private sector, and which re-
quire the involvement of the public sector? Although many
of these questions are beginning to come into focus, data and
research to answer these questions are lagging the changes
that are occurring.

The information revolution is not new. The United States
began moving toward an information-based economy in the
1960s, as information intensive services began to grow. At
that time, computers were used mostly in the research and
development (R&D) community and in the offices of large
companies and agencies. In the past 20 years, however, IT
has become increasingly pervasive in society. It has spread to
the point that nearly everyone uses some form of IT every
day. It has become common in schools, libraries, homes, of-
fices, and shops. Corner grocery stores use IT for sales and
electronic transactions; automobile repair shops use IT to di-
agnose failures and search for parts. In the past few years, the
Internet and the World Wide Web in particular have contrib-
uted to the rapid expansion of IT. Innovations in IT now di-
rectly affect nearly everyone—not just the few in
computer-intensive jobs.

As the market for IT has expanded, private investment in
new technologies and manufacturing has increased—which

in turn has led to new, better, and cheaper technologies. Costs
have come down dramatically, and many new applications
have been developed. Many of these advances provide return
benefits to the science and engineering enterprise. For ex-
ample, more powerful work stations, improved networking,
and better databases all aid in research.

A discussion of IT in a collection of science and engineer-
ing indicators is important for two reasons. First, IT consti-
tutes an important part of science and engineering’s effect on
society and the economy. It embodies advances in numerous
fields, including computer science, computer engineering,
electrical engineering, material science, mathematics, and
physics. IT illustrates the effects of federal and private in-
vestment in R&D. Much IT has been developed by and for
the R&D community, and the R&D community is an early
user of many information technologies. Many of the effects
of IT, such as the use of e-mail for communication or the
World Wide Web for publication, take place first in the R&D
community.

Second, IT is a major force affecting the U.S. and global
science and engineering system. IT producers employ scien-
tists and engineers, implement the results of academic re-
search, and conduct significant amounts of applied research
and development. IT affects the pipeline for science and en-
gineering through its effects on the demand for people with
technical skills and through its use in education at all levels.
IT also affects the conduct of R&D in all disciplines. For ex-
ample, the physical sciences make extensive use of computer
modeling and simulation, and many aspects of biology (nota-
bly genomics) have become more information intensive. Ad-
vances in networking, meanwhile, facilitate the global nature
of research collaboration.

This chapter provides an overview of the significance of
IT for society and the economy; it focuses especially on the
effects of IT on education and research. A complete discus-
sion of the impact of information technology on society and
the economy, however, is beyond the scope of this (or per-
haps any) chapter. Other federal agencies and other organiza-
tions are addressing some areas. This chapter provides
references and Web citations to direct the reader to more de-
tailed and frequently updated information.

IT Data and Measurement
One major difficulty in analyzing the effect of IT on soci-

ety is the difficulty in obtaining reliable national and interna-
tionally comparable data (CSTB 1998). There is little reliable,
accepted, long-term data on either the diffusion of IT or its
effects on society. The rate of technological change since the
early 1980s has often outpaced our ability to define what we
want to know and what data ought to be collected. Metrics
are confounded by the changing nature of IT as a concept and
the interactive effects of so many social variables—including
age, ethnicity, income, learning processes, individual attitudes,
organizational structures, culture, and management styles. In
many cases, the effects of IT depend largely on how it is used.
Positive effects often depend on appropriate organizational
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structures and managerial style, as well as the adequacy of
training and the attitudes of individuals using IT.

Quantitative indicators of IT diffusion are relatively abun-
dant but not standardized. Much of the available data is in the
form of quickly developed, easily obtained information rather
than long-term studies. Studies in many areas of interest often
are not regularly repeated with the same methods. This lack of
comparable data partly reflects the complexity and dynamism
of IT: The most interesting things to measure change rapidly.

Indicators of the effects of IT—as opposed to the use of IT—
on individuals, institutions, and markets are especially difficult
to establish. This difficulty inhibits our ability to draw any de-
finitive conclusions about the impacts of IT on society. Experts
have had difficulty measuring productivity in service industries,
in education, and in research and development. Consequently,
determining the effects of IT on productivity in these areas is
even more difficult. Moreover, IT often has effects in conflict-
ing directions. There is evidence, for example, that IT can both
increase and decrease productivity and contribute to both low-
ering and upgrading of skills in the labor force. Computer-aided
instruction may enhance some forms of student learning, but
extensive use of some computing environments may impede
other aspects of child development.

This chapter attempts to compile relevant existing data and
indicators; it also identifies the limitations of existing data
and suggests how improvements to the data would be help-
ful. Data and measurement issues are identified throughout
this chapter and are further discussed in the conclusion.

Information Technologies
Information technology, as defined in this chapter, reflects

the combination of three key technologies: digital comput-
ing, data storage, and the ability to transmit digital signals
through telecommunications networks. The foundation of
modern information technologies and products is the ability
to represent text, data, sound, and visual information digi-
tally. By integrating computing and telecommunications
equipment, IT offers the ability to access stored (or real-time)
information and perform an extraordinary variety of tasks.

IT is not a single technology; it is a system of technologies
in combination. There are literally hundreds of commercial
products—ranging from telephones to supercomputers—that
can be used singly or, increasingly, in various combinations
in an information processing system. The different functions
of many of these products contribute to a sense of fuzziness
about IT’s technological boundaries.

One approach is to group IT into four technological ele-
ments: human interface devices, communication links (includ-
ing networks), information processing hardware and software,
and storage media. (See figure 9-1.) There are substantial
overlaps among the categories. For example, most human in-
terface devices also have some information processing and
storage capabilities.

The rapid social and economic diffusion of IT since 1980
has been stimulated by rapid changes in computing power,
applications, telecommunications, and networks, as well as
concurrent reductions in the cost of technology and, in some
cases, improvements in ease of use. The most dramatic mani-
festations are enormous improvements in performance and
reductions in cost of integrated circuits brought about by rapid
miniaturization. (See sidebar, “Moore’s Law.”) Similar but
less dramatic improvements in cost and performance have
occurred in disk drives and other computer hardware.

In addition, new capabilities are being added to chips. For
example, microelectromechanical systems such as sensors and
actuators and digital signal processors are being put on chips,
enabling cost reductions in these technologies and extending
information technologies into new types of devices.

Another key development in IT is the growing connectiv-
ity of computers and information. Computers are increasingly
connected in networks, including local area networks (LANs)
and wide area networks (WANs). Many early commercial
computer networks, such as those used by automated teller
machines (ATMs) and airline reservation systems, used pro-
prietary systems that required specialized software or hard-
ware (or both). Increasingly, organizations are using
open-standard, Internet-based systems for networks. Almost
three-fourths of the personal computers in the United States
are networked (WITSA 1999, 55). Worldwide, there were
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Figure 9-1.
Technological components of an information processing system
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Moore’s Law

The number of transistors on a chip has doubled ap-
proximately every 12–18 months for the past 30 years—a
trend referred to as Moore’s Law. (See figure 9-2.) This
trend is named for Gordon Moore of Intel, who first ob-
served it. As Moore (1999) noted:

I first observed the “doubling of transistor density on a
manufactured die every year” in 1965, just four years af-
ter the first planar integrated circuit was discovered. The
press called this “Moore’s Law” and the name has stuck.
To be honest, I did not expect this law to still be true some
30 years later, but I am now confident that it will be true
for another 20 years.

Performance has increased along with the number of
transistors per chips, while the cost of chips has remained
fairly stable. These factors have driven enormous improve-
ments in the performance/cost ratio. (See figure 9-3.)

The complexity and cost of developing new chips and
new semiconductor manufacturing equipment also have
increased. As a result, the industry has been driven to-
ward greater economies of scale and industry-wide col-
laboration. Moore’s Law—which began as the observation
of an individual in a single company—has become a self-
fulfilling prediction that drives industry-wide planning.
Since 1992, the U.S. Semiconductor Industry Associa-
tion (SIA) has developed a National Technology Roadmap
for Semiconductors, which charts the steps the industry
must take to maintain its rate of improvement. In 1998,
this effort evolved into the International Technology
Roadmap for Semiconductors, with participation by the
Japanese, European, and South Korean semiconductor
industries. The 1998 update projects the number of tran-
sistors per chip increasing to 3.6 billion in 2014 (SIA
1998).

In 1945, the same year that Vannevar Bush outlined his
ideas for what became the National Science Foundation in
Science—the Endless Frontier, he also wrote an article in the
Atlantic Monthly that described his vision for capturing and
accessing information. (See sidebar, “Excerpts from ‘As We
May Think’.”) In the Atlantic article, Bush proposed the de-
velopment of a kind of work station, which he called a
“memex,” that would store and provide access to the equiva-
lent of a million volumes of books. The memex would also
employ a way of linking documents “whereby any item may
be caused at will to select immediately and automatically
another”—allowing the user to build a trail between multiple

more than 56 million Internet hosts—computers connected
to the Internet—in July 1999, up from about 30 million at the
beginning of 1998. (See figure 9-4 and appendix table 9-2.)

Information Technology Over
the Past 50 Years

IT and the National Science Foundation (NSF) have come
of age together. In this year that marks the 50th anniversary
of NSF, few areas demonstrate as vividly as IT the progress
that has been made in science and engineering in the past
half-century.

Figure 9-2.
Moore's Law

SOURCE: Intel. Available from <<http://www.intel.com/pressroom/
kits/processors/quickref.htm>>.

See appendix table 9-1. Science & Engineering Indicators – 2000
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Figure 9-3.
Price index for memory chips and microprocessors
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SOURCE: Grimm, B.T. "Price Indexes for Selected 
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Figure 9-4.
Internet domain survey host count

SOURCE: Internet Software Consortium. Available from <<http://www.isc.org/>>.

See appendix table 9-2. Science & Engineering Indicators – 2000
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documents. Although Bush proposed using photographic
methods for storage and mechanical means for retrieval, and
the exact technological capability he dreamed of has not yet
come to pass, the proposed function of his memex is remark-
ably similar to hypertext today.

When Bush thought about the capabilities that would be
dramatically useful to knowledge workers, he envisioned not
capable calculators or word processors but capabilities to store
and access information that current technology is just now
achieving—using quite different approaches. Much R&D and
innovation have been necessary to reach these capabilities.

In the same year that Bush’s Atlantic article appeared, de-
velopments were taking place that would provide a different
path for achieving his vision. At the University of Pennsylva-
nia, John P. Eckert and John W. Mauchly were completing,
with Army funding, what is commonly recognized as the first
successful high-speed digital computer—the ENIAC. Dedi-
cated in January 1946 and built at a cost of $487,802 (Moye
1996), the ENIAC used 18,000 vacuum tubes, covered 1,800
square feet of floor space, and consumed 180,000 watts of
electrical power. It was programmed by wiring cable connec-
tions and setting 3,000 switches. It could perform 5,000 op-
erations per second (CSTB 1998).

Also in 1945, Hungarian-born Princeton mathematician John
von Neumann developed the stored program concept, which
enabled computers to be programmed without rewiring. The
von Neumann architecture—which refers to a computer with a
central processing unit that executes instructions sequentially; a
slow-to-access storage area; and secondary fast-access
memory—became the basis for most of the computers that fol-
lowed. Since the middle of the 20th century, software develop-
ment has emerged as a discipline with its own challenges and
skill requirements, complementing the more visible advances
in hardware and enabling great systems complexity.

Over the succeeding 50 years, a vast number of innova-
tions and developments occurred. (See sidebar, “IT Timeline.”)

Innovations in IT over this period came from a remark-
able diversity of sources and institutional settings, as well
as a remarkable interplay among industry, universities, and
government. Transistors and integrated circuits were invented
by industry. Early computers and advances such as core
memory, time-sharing, artificial intelligence, and Internet
browsers were developed in universities, primarily with gov-
ernment funding. The World Wide Web was developed at
the European Center for Particle Research (CERN), a high-
energy physics laboratory. The mouse and windows were
developed at a nonprofit research institute, with government
funding. High-performance computers were mostly devel-
oped in industry with federal funds and with the involve-
ment of federal laboratories. The diversity and close
interaction between these institutions clearly contribute to
the vitality of innovation in IT.

Innovation in IT has benefited from the support of a di-
verse set of federal agencies—including the Department of
Defense (DOD), including the Defense Advanced Research
Projects Agency (DARPA) and the services; NSF; the Na-
tional Aeronautics and Space Administration (NASA); the
Department of Energy (DOE); and the National Institutes of
Health (NIH). Federal support has been particularly impor-
tant in long-range fundamental research in areas such as com-
puter architecture, computer graphics, and artif icial
intelligence, as well as in the development or procurement of
large systems that advanced the technology—such as
ARPANET, the Internet (See sidebar “Growth of the Internet”),
and high-performance computers (CSTB 1998).

Often there has been complementary work supported by
the Federal Government and industry. In many cases the Fed-
eral Government has supported the initial work in technolo-
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gies that were later developed by the private sector. In other
cases Federal research expanded on earlier industrial research.
Higher-level computer languages were developed in industry
and moved to universities. IBM pioneered relational databases
and reduced-instruction-set computing, which were further
developed with NSF support. Collaboration between indus-
try and university researchers has facilitated the commercial-
ization of computing research. (See figure 9-5.)1

Most of the relentless cost-cutting that has been so impor-
tant in the expansion of IT has been driven by the private
sector in response to competitive pressures in commercial
markets, although here too federal investment—such as in
semiconductor manufacturing technologies—has played an
important role in some areas.

Excerpts from “As We May Think”

Atlantic Monthly (July 1945)
by Vannevar Bush

1For a more complete description of industry and government roles in
developing information technologies, see CSTB (1998).

Professionally our methods of transmitting and review-
ing the results of research are generations old and by now
are totally inadequate for their purpose...The difficulty
seems to be, not so much that we publish unduly in view
of the extent and variety of present day interests, but rather
that publication has been extended far beyond our present
ability to make real use of the record. The summation of
human experience is being expanded at a prodigious rate,
and the means we use for threading through the conse-
quent maze to the momentarily important item is the same
as was used in the days of square-rigged ships.

Consider a future device for individual use, which is a
sort of mechanized private file and library. It needs a name,
and, to coin one at random, “memex” will do. A memex is
a device in which an individual stores all his books, records,
and communications, and which is mechanized so that it
may be consulted with exceeding speed and flexibility. It
is an enlarged intimate supplement to his memory.

It consists of a desk, and while it can presumably be
operated from a distance, it is primarily the piece of furni-
ture at which he works. On the top are slanting translucent
screens, on which material can be projected for convenient
reading. There is a keyboard, and sets of buttons and le-
vers. Otherwise it looks like an ordinary desk.

In one end is the stored material. The matter of bulk is
well taken care of by improved microfilm. Only a small
part of the interior of the memex is devoted to storage, the
rest to mechanism. Yet if the user inserted 5,000 pages of
material a day it would take him hundreds of years to fill
the repository, so he can be profligate and enter material
freely. It affords an immediate step…to associative index-
ing, the basic idea of which is a provision whereby any
item may be caused at will to select immediately and au-
tomatically another. This is the essential feature of the
memex. The process of tying two items together is the
important thing.

When the user is building a trail, he names it, inserts
the name in a code book, and taps it out on his keyboard.

Before him are the two items to be joined, projected onto
adjacent viewing positions. At the bottom of each there
are a number of blank code spaces, and a pointer is set to
indicate one of these on each item. The user taps a single
key, and the items are permanently joined. In each code
space appears the code word. Out of view, but also in the
code space, is inserted a set of dots for photocell viewing;
and on each item these dots by their positions designate
the index number of the other item.

Thereafter, at any time, when one of these items is in
view, the other can be instantly recalled merely by tap-
ping a button below the corresponding code space. More-
over, when numerous items have been thus joined together
to form a trail, they can be reviewed in turn, rapidly or
slowly, by deflecting a lever like that used for turning the
pages of a book. It is exactly as though the physical items
had been gathered together from widely separated sources
and bound together to form a new book. It is more than
this, for any item can be joined into numerous trails.

The owner of the memex, let us say, is interested in the
origin and properties of the bow and arrow. Specifically
he is studying why the short Turkish bow was apparently
superior to the English long bow in the skirmishes of the
Crusades. He has dozens of possibly pertinent books and
articles in his memex.

First he runs through an encyclopedia, finds an inter-
esting but sketchy article, leaves it projected. Next, in a
history, he finds another pertinent item, and ties the two
together. Thus he goes, building a trail of many items.
Occasionally he inserts a comment of his own, either link-
ing it into the main trail or joining it by a side trail to a
particular item. When it becomes evident that the elastic
properties of available materials had a great deal to do
with the bow, he branches off on a side trail which takes
him through textbooks on elasticity and tables of physical
constants. He inserts a page of longhand analysis of his
own. Thus he builds a trail of his interest through the maze
of materials available to him.



Science & Engineering Indicators – 2000 � 9-9

IT Timeline

1945: The ENIAC, the first high-speed digital computer,
is built at the University of Pennsylvania for the U.S.
Army’s Ballistics Research Laboratory to help pre-
pare artillery firing tables.

1947: Bell Telephone Laboratories develops the transistor.

1949: The concept for core memory is patented by An Wang
at Harvard University. Core memory and random
access memory (RAM) are further developed by the
Whirlwind Project at MIT.

1951: UNIVAC, the first commercial computer, is devel-
oped and delivered to the Census Bureau.

1952: G.W. Dummer, a radar expert from the British Royal
Radar Establishment, proposes that electronic equip-
ment be manufactured as a solid block with no con-
necting wires; he receives little support for his re-
search.

1953: IBM enters the computer business with the 700 se-
ries computer.

1959: Texas Instruments and Fairchild Semiconductor both
announce the integrated circuit.

Late 1950s–early 1960s: Timesharing (the concept of link-
ing a large numbers of users to a single computer via
remote terminals) is developed at MIT.

1961: Fairchild Semiconductor markets the first commer-
cial integrated circuits.

1964: The IBM 360 is introduced and becomes the stan-
dard institutional mainframe computer.

1965: Gordon Moore predicts that the number of compo-
nents in an integrated circuit will double every year
(Moore’s Law).

1968: Doug Engelbart of Stanford Research Institute dem-
onstrates a word processor, a mouse, an early
hypertext system, and windows. Gordon Moore and
Robert Noyce found Intel.

1969: ARPANET goes online. Xerox establishes the Palo
Alto Research Center to explore the “architecture of
information.”

1970: Fairchild Semiconductor introduces a 256-bit RAM
chip.

1971: Intel introduces the 4004, a 4-bit microprocessor.

1972: Intel introduces the 8008, the first 8-bit micropro-
cessor. E-mail is introduced over ARPANET.

1973: Robert Kahn and Vinton Cerf develop the basic ideas
of the Internet.

1975: The MITS Altair 8800 is hailed as the first “per-
sonal” computer. Paul Allen and Bill Gates develop
BASIC for the Altair 8800.

1976: Microsoft and Apple are founded.

1977: Apple markets the Apple II for $1,195; it includes
16K of RAM but no monitor.

1979: Software Arts develops the first spreadsheet pro-
gram, Visicalc, which is an immediate success.

1981: The IBM PC is released.

1982: TCP/IP (Transmission Control Protocol and Internet
Protocol) is established as a standard for ARPANET.

1984: The Apple Macintosh is released, featuring a simple,
graphical interface.

1986: NSF establishes NSFNET and five supercomputing
centers.

1987: The number of network hosts exceeds 10,000.

1989: The number of network hosts exceeds 100,000.

1989: Microsoft’s annual sales reach $1 billion. The World
Wide Web is developed at CERN.

1992: The number of Internet hosts exceeds 1 million.

1993: Mosaic, the first Web browser, is developed at the
NSF-funded National Center for Supercomputer Ap-
plications at the University of Illinois, leading to
rapid growth of the World Wide Web.

1994: Main U.S. Internet backbone traffic begins routing
through commercial providers.

1995: NSFNET privatized.

SOURCES: PBS Online companion Web site for television special “ Triumph of the Nerds: The Rise of Accidental Empires,”  <<http://www.pbs.org/nerds/
timeline/micro.html>>; Virginia Tech Virtual Museum of Computing, Chronology of Events in Computer History, <<http://video.cs.vt.edu:90/cgi-bin/
Lobby?Method=Chronology>>; Leiner et al. (1998).
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Growth of the Internet

The Internet is a meta-network for a variety of sub-
networks and applications such as the World Wide Web,
bulletin boards, Usenet newsgroups, e-mail, scientific
data exchange, and more. The foundation for the Internet
was ARPANET, which started as four computer nodes
in 1969. ARPANET was initiated by DARPA and was
based on a then-new telecommunications technology
called packet switching. ARPANET flourished as a
medium for information and data exchange among uni-
versities and research laboratories. Moreover, it stimu-
lated the development of TCP/IP, a communications
protocol that enabled the interconnection of diverse net-
works. By the late 1970s, ARPANET comprised hun-
dreds of computer nodes and integrated several separate
computer networks, including one based on satellite
technology.

The Internet grew out of the ARPANET, which con-
verted to the TCP/IP protocol in 1983. NSF sponsored
CSNET and later NSFNET (a high-speed network to
link supercomputing centers), which became the back-
bone for the Internet. NSFNET replaced ARPANET in
1990 and expanded to include a variety of regional net-
works that linked universities into the backbone net-
work. Many smaller networks linked into NSFNET. By
early 1994, commercial networks became widespread,
and almost half of all registered users of the network
were commercial entities.

Two other events dramatically reshaped the charac-
ter of the Internet. First, in 1989, scientists at CERN
developed the World Wide Web and introduced it in ex-
perimental form. Second, in 1993, a team of program-
mers at NSF’s National Center for Supercomputing
Applications at the University of Illinois introduced
Mosaic, a graphical (hypermedia) browser for explor-
ing the Web. Mosaic was made available on the Internet
at no cost, and Web use soared. (See figure 9-4.)

NSFNET was fully privatized in 1995, when there
were enough commercial Internet service providers,
Web browsers, and search engines to sustain the
network’s operations and management. The Internet
continues to evolve. The Next Generation Internet Ini-
tiative is developing a higher-speed, more functional
telecommunications network.

For more information on the Internet, see Cerf (1997)
and Leiner et al. (1998).
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basics such as word processing and financial calculations. In
more sophisticated applications, IT involves databases and
information retrieval that assist management, customer ser-
vice, and logistics and aid product design, marketing, and
competitive analysis. IT can combine computing and com-
munications to support ordering and product tracking. These
functions are often implemented as mechanization of older
processes; ideally, however, they involve fundamental rede-
sign of processes. These functions began using—and in many
instances continue to rely on—components such as main-
frame, mini-, and microcomputers, as well as telephone net-
works (the public switched network and leased-line private
or virtual private networks). What marks the turn of the cen-
tury is a move to broader integration of systems and, through
them, enterprises. The spread of Internet technology and the
proliferation of portable computing and communications de-
vices have accelerated trends that began in past decades and
now are hailed as “electronic commerce.”

Although IT has the potential to transform business prac-
tices, there are substantial costs and barriers to implementa-
tion. IT equipment continues to be the largest category of
industry spending for all types of capital equipment (includ-
ing industrial equipment, transportation equipment, and other
types of equipment). In current dollars, industry spending on
IT equipment rose from $142 billion in 1993 to $233 billion
in 1998. (See figure 9-6.)

Using IT in business is expensive not only in terms of ini-
tial costs but also in terms of the cost to maintain and up-
grade the systems, train the people, and make the
organizational changes required to benefit from IT. These costs
may greatly exceed the original investment in IT equipment.
Organizational changes often are especially difficult. Never-
theless, IT costs of all kinds are regarded as necessary ele-
ments for more and more businesses.

Electronic commerce (e-commerce) as a category of busi-
ness use of IT deserves special attention because of its rapid
growth and its potential to affect many business processes.
The definition of electronic commerce is a matter of dispute.
In one definition of e-commerce, transactions use Internet-
based systems, rather than paper or proprietary electronic
systems. By this definition, getting money from an ATM is
not e-commerce, but transferring funds using the Web is. (See
sidebar, “What is Electronic Commerce?”)

 E-commerce includes retail and business-to-business com-
merce. To date, business to business e-commerce has pre-
dominated. For example, Forrester Research projects that
inter-company Internet commerce will reach $1.3 trillion by
2003 and that online retail trade will reach $184 billion by
2004 (Forrester Research 1998, 1999). In some cases—such
as with flowers, books, computers, or industrial parts—the
parties use the Internet to make the transaction, but the goods
are still delivered physically. In other cases—such as with
sales of software, electronic journals, or music—the goods
may be delivered electronically. The mix of products made
and sold through e-commerce is changing. The rise of elec-
tronic trading of securities illustrates the potential for consid-
erable growth of essentially all-electronic business.

IT and the Economy
In recent years, there has been considerable discussion of

the role of information technology in transforming the
economy. Terms such as the “digital economy” (Tapscott 1996;
U.S. Department of Commerce 1998, 1999a), the “Internet
economy” (Center for Research in Electronic Commerce
1999), the “knowledge-based economy” (OECD 1999c), and
the “new economy” (Atkinson and Court 1998) have come
into common usage. Although these terms have somewhat
different meanings, they all suggest that the U.S. economy is
transforming in a way that produces higher productivity
growth and greater innovation—and that personal comput-
ers, high-speed telecommunications, and the Internet are at
the heart of this transformation.

Federal Reserve Chairman Alan Greenspan has recently
begun to discuss the impact of IT on the economy: “Inno-
vations in information technology—so-called IT—have
begun to alter the manner in which we do business and
create value, often in ways not readily foreseeable even
five years ago” (Greenspan 1999). Greenspan credits in-
formation technologies with improving companies’ knowl-
edge of customers’ needs, inventories, and material flows,
enabling businesses to remove redundancies. He suggests
that IT has also reduced delivery lead-times and stream-
lined the distribution system.

Large productivity increases and economic transformations,
however, have been expected from information technologies for
a long time. At least until recently, economists have found little
evidence of expected productivity increases or other positive
changes from information technology. It is appropriate, there-
fore, to approach statements about IT-induced transformations
of the economy with a degree of caution.

The effect of IT on the economy is a large and complex
issue. There are a variety of effects that vary according to the
sector of the economy and the organizational and manage-
ment practices of firms. Moreover, the effects may be rapidly
changing as Internet-based electronic commerce expands. This
section cannot cover in detail the full range of these issue; it
focuses instead on evidence related to five questions:

� How is IT used in business?

� What are the effects of IT on productivity and economic
growth?

� How has IT affected the composition of the economy?

� What are the effects of IT on income and employment?

� What are the international implications of electronic com-
merce?

Use of IT in Business
IT is being used in so many ways and in so many kinds of

business that it is possible only to sketch that landscape here.
At its most basic, IT automates a variety of activities, from
control production systems in manufacturing to office-work
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Retail e-commerce has spawned many new businesses
that have no physical stores but can deliver a wide variety
of goods on request. This mode of operating is often more
economical than traditional retail stores. In response, many
traditional retail stores have launched their own e-com-
merce strategies.

Another mode of retail e-commerce that has expanded rap-
idly is online auctions, which put buyers and sellers directly
in touch with each other to negotiate a price. As of Septem-
ber 1999, eBay (one of the first and largest online auction
enterprises) offered more than 3 million items for sale in more
than 1,500 categories. Hundreds of other online auction en-

terprises have been established, and many other early e-com-
merce retailers—such as Amazon.com and Dell Computer—
have added auctions as additional features of their Web sites.
The mix of distribution channels is changing, and the extent
to which new modes replace or complement the old remains
to be seen.

Business-to-business e-commerce, like business-to-con-
sumer e-commerce, can enable businesses to offer additional
services and improved communication to their customers. In-
creased communication is enabling firms to outsource more
easily, and to streamline and augment supply chain processes.
It can also allow businesses to eliminate some intermediary

Millions of dollars

Figure 9-6.
Industry spending on IT equipment in the 1990s (current dollars)
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SOURCE: U.S. Department of Commerce (1999a), The Emerging Digital Economy II, using data from the Bureau of Economic Analysis.
 

0

50

100

150

200

250

1993 1994 1995 1996 1997 1998

IT equipment Industrial equipment Transportation equipment Other equipment

What is Electronic Commerce?

Definitions of electronic commerce vary. Some defi-
nitions include all financial and commercial transactions
that take place electronically, including electronic funds
transfer (EFT), electronic data interchange (EDI), and
credit card activity. These transactions have been going
on for years and involve trillions of dollars of funds trans-
fers per day (OECD 1999b). Other definitions limit e-
commerce to transactions that take place entirely on open
networks such as the Internet. These transactions are still
in their infancy.

Definitions also differ in that some groups define e-
commerce to include only transactions in which goods
or services are ordered and paid for online, whereas other
groups include transactions in which goods or services
have been ordered, but not paid for, online.

The Organisation for Economic Co-operation and De-
velopment (OECD) and its member countries are work-
ing to develop standard definitions. OECD (1999b) and
the U.S. Department of Commerce (1999a) define e-com-
merce as business occurring over networks that use non-

proprietary protocols that are established through open
standard-setting processes such as the Internet. The em-
phasis on the use of nonproprietary protocols is central.
Earlier forms of electronic business, such as EDI and EFT,
required preexisting relationships, specialized software,
and dedicated communication links. Consequently, such
commerce was used mainly to create two-way links be-
tween specific parties, such as large businesses and their
main suppliers. Commerce over open systems such as the
Internet allows communication between diverse comput-
ers and communications systems using standard interfaces.
These interfaces allow communication among many dif-
ferent customers or suppliers without additional invest-
ment, lowering costs and vastly increasing options. This
structure has made this form of commerce attractive to
many more companies and consumers. Much of the rap-
idly expanding Internet-based e-commerce, however, is
built on experience with earlier (non-Internet) forms of
electronic business.
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organizations between customer and supplier and give rise to
new classes of business intermediaries (such as online auc-
tions). Because business-to-business e-commerce is built on
the history of pre-Internet electronic transactions, there is
substantial related expertise in place in many companies, and
business-to-business e-commerce has expanded rapidly.

Although official nationwide government statistics for e-
commerce have not yet been gathered, private studies and
market research firms have collected information related to
e-commerce. Although these estimates and forecasts do not
agree on the definition or value of electronic commerce, they
agree that Internet-based commerce is large and growing rap-
idly. (See text table 9-1.) The wide variation in the estimates
reinforces the need for consistent definitions and data collec-
tion methods.

The growth of e-commerce has altered much of the dis-
cussion of the role of IT in the economy. Previously, much
discussion had focused on the application of IT inside com-
panies to improve their internal operations. Electronic com-
merce is shifting the focus to how businesses are using IT to
communicate with customers and suppliers, including new
distribution chains and new methods of marketing and sell-
ing. Because this arena appears to be changing so quickly,
the effects of IT on the economy may change rapidly as well.

International Context of Electronic
Commerce

Although the United States has been the world leader in
information technology and especially in the Internet, these
technologies are expanding rapidly around the globe. Several
other countries match or are close to the United States in
terms of penetration of personal computers into the home
and the office. (See figures 9-7 and 9-8.)

Text table 9-1.
Forecasts of growth in Internet commerce

Study Date Result

Forrester Research ....... 12/1998 U.S. inter-company trade
of hard goods over the
Internet will be $43 billion
in 1998; $1.3 trillion in
2003.

University of Texas
Center for Research in
Electronic Commerce ... 5/1999 Value of 1998 Internet

commerce was $102
billion.

International Data
Corporation ................... 6/1999 Internet-based

worldwide commerce to
reach $1 trillion by 2003.

SOURCES: Center for Research in Electronic Commerce (1999),
Forrester Research (1998), and International Data Corporation (1999).

Science & Engineering Indicators – 2000

Figure 9-7.
PC penetration in households, 1997 or latest year

SOURCE: OECD, compiled from National Statistical Offices, 
March 1999. Science & Engineering Indicators – 2000
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Figure 9-8.
PCs per 100 white-collar workers, 1997

SOURCE: OECD, based on ILO and IDC data, March 1999.
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The Scandinavian countries and Canada roughly match
the United States in the number of Internet hosts per capita;
Finland exceeds the United States in this measure. (See fig-
ure 9-9.) Based on the number of secure Web servers (those
using encryption and third-party certification, which are suit-
able for e-commerce) per 100,000 inhabitants, the United
States is one of the leading countries in e-commerce, but
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Figure 9-10.
Secure Web servers for electronic commerce per 
100,000 inhabitants: August 1998

Science & Engineering Indicators – 2000
SOURCE: OECD Communications Outlook 1999.
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Figure 9-9.
Number of Internet hosts per 1,000 inhabitants: 
January 1999

SOURCE: Network Wizards and OECD.
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servers suitable for e-commerce are dispersing around the
globe. (See figure 9-10.) Countries other than the United
States are expected to account for almost half of worldwide
Internet commerce by 2003 (IDC 1999).

The international diffusion of e-commerce raises many
policy issues. On the Internet, information crosses national
borders readily, cheaply, and freely. Transactions involving
the citizens of one country may fall under the jurisdiction of
another country with different laws and regulations govern-
ing the transaction. The laws and regulations of many nations
frequently come into conflict. For example, trademarks posted
in the Internet in one country may violate trademarks in an-
other country. Advertising that is legal in one country may be
illegal or objectionable in countries whose residents can view
the information on the Web. Collection and use of personal
information on Web sites may be legal in one country and
illegal in another. International e-commerce may find itself
subject to ambiguous or duplicative tax, contract, and intel-
lectual property laws. Although many of these issues have
some precedents in the pre-Internet world, they are amplified

by the expansion and diffusion of e-commerce. Many small
companies without multinational operational or legal experi-
ence are increasingly engaged in international markets. E-
commerce appears to lower barriers to entry and levels the
playing field between large and small companies and large
and small countries. E-commerce also appears to be putting
pressure on countries around the world to create more har-
monized legal environments, working through multinational
and nongovernmental organizations.

Effects of IT on Productivity and Economic
Growth

Productivity
In spite of the investment in and obvious capabilities of

IT, there has been little evidence—until recently—that IT has
improved productivity in the aggregate. Solow (1987) termed
this inability to find a statistical association between IT in-
vestments and productivity in the private sector the “produc-
tivity paradox.” Many econometric analyses have failed to
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contrast, IT-using industries, especially in the services, have
experienced slight GPO/W shrinkage. (See text table 9-2.)

Although growth in GPO/W was greater for IT-using in-
dustries than for non–IT-intensive industries in the goods pro-
ducing sector, it was less for IT-using industries than for
non–IT-intensive industries in the services sector.

There are two common explanations for the productivity
paradox. First, there are measurement problems. As
Brynjolfsson and Hitt (1998) observe, two aspects of pro-
ductivity have increasingly defied precise measurement: out-
put and input. The measurement problems are substantial
(Baily and Chakrabarti 1988; Brynjolfsson 1993; CSTB
1994a; Griliches 1997; Oliner and Sichel 1994).

Regarding inputs, there are issues about what constitutes
IT. Is it capital investments only, or does it include labor (which
represents the bulk of IT operating costs)? Do IT capital in-
vestments include more than computers and software, and if
so, what? Choices about what to count as an IT equipment
expense include computing hardware and software, commu-
nications equipment, and a variety of office machines (such
as photocopiers and some instruments). This choice is fur-
ther complicated by the fact that IT is increasingly embedded
in other systems, such as machine tools, automobiles, and
appliances. At present, there is little consistency among stud-
ies, and sources of IT investment data vary from aggregate
government data to private survey-based firm data.

Another measurement issue is how to assign dollar values
to IT as a factor input. IT can be measured as a flow (annual
expenses or purchases) or as a stock (the cumulation of equip-
ment over time). In both instances, price deflators are required
to compare stocks or flows over time by converting them to
“real” dollars. IT equipment is especially problematic for es-
tablishing reliable deflators. For example, not only has the
sales price of computing equipment been falling rapidly, but
because quality has increased exponentially, existing com-
puting stock becomes obsolete very quickly and therefore is
difficult to evaluate adequately.

The pace of technological change in IT greatly compli-
cates analysts’ abilities to construct quality-adjusted price
deflators and appropriate depreciation rates. The Bureau of
Economic Analysis (BEA) and the Bureau of Labor Statis-
tics (BLS) have developed price indices that reflect changes
in IT quality. The values used significantly affect research
outcomes by influencing the value of expenses and stocks in
different periods.

A third measurement difficulty relates to how to measure
the output of information processing. IT is used extensively
for activities that do not result in tangible market outputs (e.g.,
accounting, scheduling, reporting). Consequently, it is diffi-
cult to assign a dollar value to the output of IT—a measure-
ment that is essential for accurate productivity analysis. This
measurement challenge is exacerbated in the services sector,
where output measures must also capture qualitative differ-
ences in services (Mark 1982, Noyelle 1990). Services are
hard to measure; according to Department of Commerce clas-
sification, almost 90 percent of the nonfarm U.S. economy

find any productivity benefits for IT (for reviews of this lit-
erature, see Brynjolfsson and Yang 1996 and CSTB 1994a).
These studies failed to find a positive and significant contri-
bution of IT to productivity in any sector (neither services
nor manufacturing), by any measure (a variety of data sets
and methods were used), at any level of analysis (the
macroeconomy or specific industries and sectors), or at any
time (from the late 1960s to the late 1980s). Positive effects
were found only in limited case studies of a single industry or
small set of firms.

Brynjolfsson and Hitt (1995, 1996, 1998), however, have
found large and significant contributions by IT to productiv-
ity using a firm-level database. Every additional dollar of com-
puter capital stock was associated with an increase in marginal
output of 81 cents, and every additional dollar spent on IT-
related labor was associated with an increase in marginal out-
put of $2.62. Brynjolfsson and Hitt found that although there
is a positive correlation between IT and productivity, there is
substantial variation between firms. Firm-level variables can
account for half of the variation in IT’s contribution to mar-
ginal productivity. This finding suggests that the effective-
ness of IT depends on how a firm uses it. Brynjolfsson and
Hitt (1998) conclude that although computerization does not
automatically increase productivity, it is an essential compo-
nent of a broader system of organizational change that does.

Several factors may explain the contrast between the find-
ings of Brynjolfsson and Hitt and the earlier productivity stud-
ies. The later time period of their study (1987–91); the use of
a larger data set; more detailed, firm-level data; and the in-
clusion of IT-related labor may all be reasons why their find-
ings are more positive than those resulting from earlier
research. Using similar data and methods, other analysts have
also found significant positive rates of return at the firm level,
including Lichtenberg (1995) and Link and Scott (1998).

Oliner and Sichel (1994) found that from 1970 to 1992,
computer hardware contributed 0.15 percentage points to the
total U.S. output growth rate of 2.8 percent. When software
and computer-related labor are included, this contribution
doubles to 0.31 percentage points for the period 1987–93 (11
percent of total growth). Other capital and labor inputs, as
well as multifactor productivity gains, account for about 90
percent of the growth in U.S. output during this period. Oliner
and Sichel note that computing-related inputs are a very small
portion of total capital and labor and have only recently grown
large enough to have a measurable impact. They conclude
that “computing equipment can be productive at the firm level
and yet make little contribution to aggregate growth, precisely
because computers remain a relatively minor factor of pro-
duction” (Oliner and Sichel 1994, 286).

More recently, the U.S. Department of Commerce has ex-
amined the gross product originating—or value added—per
worker (GPO/W) as a measure of productivity (U.S. Depart-
ment of Commerce 1999a). Nonfarm industries were divided
into IT-producing, IT-using, and non–IT-intensive and then
further divided into goods and services industries. IT-produc-
ing industries have experienced strong growth in GPO/W; in
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that is IT-using is in the service sector.2 (See text table 9-3.)
A fourth measurement issue concerns how to value IT

benefits that do not show up as classical efficiency gains,
such as qualitative improvements in customer service. These
benefits might include enhanced timeliness, performance,
functionality, flexibility, accuracy, precision, customization,
cycle times, variety, and responsiveness (Bradley, Hausman,
and Nolan 1993; Byrne 1996; CSTB 1994a). These qualita-
tive dimensions are much more likely to show up as down-
stream benefits to the consumer (Bresnahan 1986) or as
greater competitiveness for a firm (Baily and Chakrabarti
1988; Banker and Kauffman 1988; Brynjolfsson 1993; Por-
ter and Millar 1985).

Another explanation of the productivity paradox is that it
is a real but temporary phenomenon. Sociologists and economic
historians have long argued that society’s ability to fully ex-
ploit a new technology lags—often by decades—introduction
of the technology itself (Ogburn 1964, Perez 1983). Similarly,
in organizational change scholarship, institutional resistance
to change is the norm. David (1989) found, for example, that
nearly 20 years elapsed before the electric generator—an in-
vention comparable to IT in scope and consequence—had a
measurable effect on industrial productivity. With respect to IT
specifically, firm-level performance can vary considerably, and
the effective use of IT is apparently contingent on moderating
variables at the organizational level—including strategy, lead-
ership, attitudes, organizational structure, appropriate task and
process reengineering, individual and organizational learning,
and managerial style and decisionmaking (Allen and Morton
1994; Banker, Kauffman, and Mahmood 1993; Cron and Sobol
1983; Curley and Pyburn 1982; Danziger and Kraemer 1986;
Graham 1976; Khosrowpour 1994; Landauer 1995; Tapscott
1996; Thurow 1987).

The banking and trucking industries are two very differ-
ent sectors that illustrate some of the effects—and some of
the difficulties in measuring those effects—of IT in specific
sectors. (See sidebars, “IT and the Banking Industry” and
“IT and the Trucking Industry.”) The banking industry is a
white-collar service industry that has long been at the fore-
front of IT use. The trucking industry is a predominately blue-
collar industry that has not been considered IT-intensive. IT
has strong but difficult to measure effects on productivity and
work in both of these industries.

Effects on Inflation and Growth
IT appears to be having positive effects on inflation and

growth in the economy as a whole. These effects relate pri-
marily to growth and declining prices in the IT sector rather
than the effects of application of IT.

The U.S. Department of Commerce (1999a) found that
declining prices in IT-producing industries have helped to
reduce inflation in the economy as a whole. (See text table 9-
4.) Decreasing IT costs may also have helped other industries
control their costs. The department also found that IT-pro-
ducing industries have contributed substantially to economic
growth in the United States. The department estimates that
over the past four years, IT industries have contributed more
than one-third of the growth of real output for the overall
economy. (See text table 9-5.)

Effects on Composition of the Economy
In addition to causing changes in the overall economy, IT

is causing changes in the structure of the economy. One obvi-
ous change is growth in the IT-producing sector. Because that
sector has been growing faster than the economy as a whole,
its share of the economy has increased. (See figure 9-12.)

IT also is commonly credited as a key factor in the struc-
tural shift from manufacturing to services in the U.S. economy.
Growth in existing services such as banking and the creation
of new industries such as software engineering are attributed
to the widespread diffusion of IT (CSTB 1994a, Link and
Scott 1998). From 1959 to 1997, the service sector grew from
49 percent of U.S. gross domestic product (GDP) to 64 per-

Text table 9-2.
Gross product originating per worker, annual
growth rate: 1990–97

Annual growth rate
Gross product (1990–97)

Total private nonfarm ........................ 1.4
IT-producing ........................................ 10.4
  Goods ............................................... 23.9
  Services ............................................ 5.8
IT-using ............................................... -0.1
  Goods ............................................... 2.4
  Services ............................................ -0.3
Non-IT intensive .................................. 1.1
  Goods ............................................... 1.3
  Services ............................................ 1.3
All industries other than IT-producing . 0.5

SOURCE: U.S. Department of Commerce, The Emerging Digital
Economy II. (Washington, DC: 1999). Available from <<http://
www.ecommerce.gov>>.
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2Agriculture can also be IT-intensive.

Text table 9-3.
Percentage share of total private nonfarm gross
product originating by sector, United States:
1990–97

Sector Goods Services Total

IT-producing .............. 2.0 6.2 8.2
IT-using ...................... 5.0 43.3 48.3
Non-IT intensive ........ 23.0 20.6 43.6
Total .......................... 30.0 70.0 100.0

SOURCE: U.S. Department of Commerce, The Emerging Digital
Economy II. (Washington, DC: 1999). Available from <<http://
www.ecommerce.gov>>.

See appendix table 9-3. Science & Engineering Indicators – 2000
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cent of GDP, while manufacturing declined from 28 percent
of GDP to 17 percent of GDP.

The expansion of the service sector has been driven by
industries that are often classified as “knowledge” industries
(see Machlup 1962)—finance, insurance, and real estate
(FIRE)—as well as professional services such as health and

education. The share of GDP accounted for by wholesale and
retail trade declined from 1959 to 1997, while personal ser-
vices and transportation and utilities remained essentially
unchanged. (See appendix table 9-4.) In contrast, FIRE’s share
of GDP grew by 5.8 percentage points, and that of profes-
sional services increased by 7.7 percentage points.

IT and the Banking Industry

The banking industry reflects most of the empirical di-
lemmas associated with measuring the impacts of IT: heavy
investment in IT; little measurable improvement in pro-
ductivity traced to IT; and effects that reflect quality im-
provements, rapid product diversification, and substantial
growth in volume of commercial transactions. IT has
changed the structure and service quality of banking and
appears to have a positive effect on cost reduction. It has
taken decades to achieve these results, however, and tradi-
tional productivity analyses still do not detect positive as-
sociations between IT investments and productivity in the
commercial banking sector.

Banking industry investments in IT increased substan-
tially from the late 1960s to the late 1980s. Annual invest-
ments in IT (in constant 1982 dollars) grew from $0.1
billion in 1969 to $1.6 billion in 1980 to $13.8 billion in
1989 (CTSB 1994a). By 1989, the banking industry was
investing more funds in IT annually than all of the other
major service industries except telecommunications.

IT applications in banking included accounts manage-
ment and check processing via magnetic ink character rec-
ognition. Automated clearinghouses, which enabled
electronic funds transfer (EFT), were introduced in the early
1970s, and ATMs were introduced in the late 1970s. EFT,
ATMs, and telephone transaction capabilities have replaced
a wide variety of paper and in-person transactions in bank-
ing, including account deposits and withdrawals, accounts
management, credit applications and approvals, cash dis-
pensing, funds transfers, point-of-sale transactions, credit
card payments, and consolidation of banking operations.

Major cross-sector studies (see Brynjolfsson and Yang
1996 for reviews), however, failed to detect positive pro-
ductivity returns for IT in the banking industry, and Franke’s
(1989) study of the financial sector (insurance and bank-
ing combined) suggested that IT is associated with nega-
tive productivity effects. On the other hand, labor
productivity has been steadily improving in the banking
industry. Productivity improved substantially from 1982
through 1997. The difficulty is in empirically linking these
improvements to investment in IT.

IT-related productivity growth may have been slow be-
cause of problems with early generations of information
technologies and organizational adaptation. The National
Research Council reported that early applications of IT
were costly and cumbersome; software and equipment had
to be updated and replaced frequently, and IT systems re-
quired large amounts of tailoring, training, upgrading, and

updating. Cost control, management skills, and productiv-
ity tracking systems lagged the new technologies in a rap-
idly changing, competitive marketplace (CSTB 1994a,
80–81).

In addition, many of the benefits of IT were in areas
that productivity indicators did not capture. These benefits
included expansion of banking products and services, time
and cost savings, and competitive positioning. Banking
products and services have proliferated with the use of EFT,
ATMs, telephone transactions, and automated credit and
loan procedures. Banks thus process billions of transac-
tions a year—including clearing individual checks, ATM
cash dispersal, account inquiries, and loan approvals—a
volume of interactions that would not be possible without
automation. For example, automated clearing house pay-
ments, which include direct deposit of payroll payments,
expense reimbursements, government benefits and tax re-
funds, and direct payments of bills, totaled more that 5.3
billion payments worth $16.4 trillion in 1998 (National
Automated Clearing House Association 1999). The num-
ber of electronic cash transactions and payments for goods
and services was more than 12 billion in 1997, compared
with 7.5 billion in 1992. (See figure 9-11.)

Bresnahan (1986) estimates that the benefits to con-
sumers from the use of mainframe computers for financial
services were five times greater than the investments in
the computers themselves. Qualitative improvement in cus-
tomer convenience, ease, and scope of access to financial
resources is reflected in the overall growth of electronic
transactions. Time and cost savings for the industry are
also notable. The processing time for credit card authori-
zations has shrunk dramatically, and banks have been able
to reduce their staffs while increasing the number of trans-
actions (CSTB 1994a, 83–84). ATM transactions cost an
estimated 27 cents, compared to $1.07 for a human teller
transaction; automated telephone transactions cost about
$0.35, compared to $1.82 for a phone call processed by
bank personnel (Morisi 1996). In a study of 759 banks,
Alpar and Kim (1991) found that a 10 percent increase in
IT expenses led to a 1.9 percent decrease in total bank costs.

Although productivity measures do not find a link be-
tween banking industry output and IT investments, it is
important to note that while the volume of financial trans-
actions has been increasing at a dramatic rate, employment
in the sector has been falling. By 1996, employment in the
commercial banking industry was 100,000 employees be-
low its historic peak in 1990.
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IT has not been empirically linked in a definitive way to the
expansion of the service sector, however. In a detailed study of
several key service industries (banking, insurance, air trans-
port, and telecommunications), the National Research Council
concluded that although the benefits of IT for individual in-
dustries could be qualitatively described, IT could not be caus-
ally linked to gross product output of the individual industry
for methodological reasons (CSTB 1994a). Expansion of the
air transport, banking, finance, and trade industries probably
would not have been as great in the absence of IT (CSTB 1994a).
Moreover, IT is particularly concentrated in service industries
that have experienced rapid expansion.

IT may also be contributing to other shifts in the economy.
Home based e-commerce may be displacing traditional bank-
ing, travel, legal, and educational services to some extent. To
the extent that home-based IT replaces services that previ-
ously were paid for and captured in economic indicators, this
effect may lead to an understatement of economic growth. To
date, home users have been disproportionately persons with
higher income and more education (see chapter 8, “Science
and Technology: Public Attitudes and Public Understanding”
and “IT and the Citizen” in this chapter). If that pattern per-
sists, the distribution of real income, including nonmarket
production, may become less equitable. Understanding the
distribution of work between the household and the market
may once again emerge as a critical element in understand-
ing economic growth.

Million transactions

Figure 9-11.
U.S. electronic funds transfer volume
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NOTES: Electronic funds transfer includes automated teller machine 
(ATM) transactions and transactions at point-of-sale (POS) terminals.
POS terminals are electronic terminals in retail stores that allow a 
customer to pay for goods through a direct debit to a customer’s 
account at the bank.
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SOURCE: Statistical Abstract of the United States, table 825. Data 
from: Faulkner & Gray, Chicago, IL, Faulkner & Gray/EFT Network 
Data Book-1998. September 26, 1997 (copyright).

IT and the Trucking Industry*

Transportation is an important sector of the U.S.
economy. Nearly 75 percent of all freight is transported
by truck at some point in the distribution chain. Many
changes have occurred in the industry over the past 15
years—reflecting deregulation, increased fuel efficiency,
and increased sizes of trucks. More recent changes have
related to the use of IT, including scheduling, dispatch-
ing, and onboard communications systems (such as cel-
lular phones and computers).

 Existing evidence suggests a substantial boost in pro-
ductivity from rather modest investments in IT—particu-
larly from more effective routing and scheduling, such
as with “just-in-time” delivery systems. This productiv-
ity increase is important because trucking is not one of
the industries that shows up as substantially dependent
on IT. Trucking is not considered an IT-dependent in-
dustry in terms of IT expenditures as a share of capital
costs or IT per worker. Yet with input from sources ex-
ternal to the industry, IT appears to play a significant
role in trucking.

Approaches to the use of IT are heterogeneous at the
firm level. Some trucking firms have been innovative
leaders, others distant followers; still other firms have
been operating in crisis mode to catch up to the rest of
the fleet. Investment in IT may not correlate directly to
productivity because the innovative leaders and firms
acting in crisis mode may spend more—but less cost-
effectively—on IT than the distant followers. The lack
of training of the workforce and limited IT training of
managers seems not to be fatal in the adoption of IT.
Many workers make only passive use of the technology.
Rising productivity may benefit company earnings and
consumers more than it benefits drivers, who do not ap-
pear to receive pay increases that reflect their increased
productivity. IT benefits also may accrue to those who
develop and implement the dispatching software systems,
rather than to drivers.

Effects on Income and Employment
Information technology creates some new jobs and elimi-

nates others. As jobs are created or eliminated, the labor mar-
kets adjust in complex ways. Wages go up in areas where the
demand for skills exceeds the supply and go down in areas
where there are more jobs than workers. Over time, the ef-
fects of IT are likely to appear not in unemployment figures
but in the wages of different occupations.

In a review of the literature on computerization and wages,
Katz (1999) notes that many authors have found that wage
inequities and educational wage differentials have increased
in the United States in the past two decades—coinciding with

*The information in this box is based on the work of the University
of Michigan Trucking Industry Program (UMTIP). See Belman et al.
(1998) and Nagarajan et al. (1999).
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the computerization of the workplace. From 1973 to 1995,
wages have increased in the top 30 percentiles and have de-
creased in the bottom 70. (See appendix table 9-10.) Rising
wages and labor income of educated workers, combined with
rising relative supply, are consistent with a model in which
IT allows skilled workers to produce things previously in the
domain of the less-skilled. This trend deteriorates the terms
of trade of the less skilled workers, reducing their relative
income (Gomery 1994, Johnson and Stafford 1998).

Katz (1999) notes that relative employment and wages have
both increased within industries for more educated workers
during the 1980s and 1990s, indicating shifts favoring more
skilled workers. He finds that skill-based and organizational
changes that have accompanied the computer revolution ap-
pear to have contributed to faster growth in the demand for
skilled labor starting in the 1970s. Factors other than techno-
logical change—including the slowdown in the increase of
college-educated people entering the labor force, globaliza-
tion (especially outsourcing of low-skilled work), and the
weakening of unions—may also play a role in creating rising
wage inequities, however.

Although evidence suggests that IT should increase the
demand for workers who manipulate and analyze informa-

tion relative to the demand for non-knowledge workers or
those who simply enter and collate data, there is also a popu-
lar fear that automation will reduce the demands on an
individual’s conceptual talents and facility with machinery,
equipment, and tools. Individual case studies of specific in-
dustries, occupations, and information technologies illustrate
that IT can sometimes reduce and sometimes increase the
skills required in particular jobs (for reviews, see Attewell
and Rule 1994, Cyert and Mowery 1987).

On balance, however, several studies—using different data
sets and methodologies—suggest that no overall lessening of
skills is occurring in the workforce and that upgrading may
be widespread. For example, Castells (1996) finds that em-

Text table 9-4.
Price changes, IT-producing and all other
industries

1993 1994 1995 1996 1997

IT-producing industries –2.4 –2.6 –4.9 –7.0 –7.5
Rest of the economy 3.0 2.7 2.8 2.6 2.6
GDP 2.6 2.4 2.3 1.9 1.9

SOURCE: U.S. Department of Commerce, The Emerging
Digital Workforce II. (Washington, DC: 1999). Available from
<<http://www.ecommerce.gov>>. Based on BEA and Census data.

See appendix table 9-3.
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Figure 9-12.
IT-producing industries’  share of the 
economy: 1993–99

SOURCES: U.S. Department of Commerce, The Emerging Digital 
Economy II (Washington, DC: 1999).  Available from
<<http://www.ecommerce.gov>>.  ESA estimates derived from BEA 
and Census data for 1993–1996.  ESA estimates for 1997-1999 
derived using DOC’s “ Industry and Trade Outook.”
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Text table 9-5.
IT-producing industries: contribution to real economic growth

1993 1994 1995 1996 1997 est. 1998 est.

(1) Change in real gross domestic income* (GDI) 2.2 4.1 2.9 3.5 4.2 4.1

Percentage points

(2) IT contribution ............................................... 0.6 0.6 1.2 1.5 1.2 1.2
(3) All other industries ......................................... 1.6 3.5 1.7 2.0 3.0 2.9
(4) IT portion (percent)

of GDI change (2)÷(1) ..................................... 26.0 15.0 41.0 42.0 28.0 29.0

*GDI is equal to the income that originates in the production of goods and services attributable to labor and property located in the United States.

SOURCE: U.S. Department of Commerce (1999) from ESA estimates derived from BEA and Census data for 1993–96. ESA estimates for 1997–98 derived
from DOC’s “ Industry and Trade Outlook ’99.”

See appendix table 9-3. Science & Engineering Indicators – 2000
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Figure 9-13.
Employment in core IT occupations: 1983–98

SOURCE: U.S. Department of Commerce, The Digital Workforce: 
Building Infotech Skills at the Speed of Innovation (Washington, DC: 
1999). Available from <<http://www.ta.doc.gov/reports/itsw/digital.pdf>>.
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and has been flat for the past few years. (See chapter 4, “Higher
Education in Science and Engineering.”)

The assertion that there is a shortage of IT workers has been
contentious. Although many people in industry believe that they
need more IT-trained workers to meet the growing demand, some
employee groups believe that there are enough trained techni-
cal professionals in the United States—but that industry has not
tapped these existing labor pools (especially older engineers).
The debate has been especially polarized over the issue of
whether to allow more foreign technically trained workers to
enter the country on temporary H-1B visas.

Other studies have examined the IT workforce issue (Free-
man and Aspray 1999, Johnson and Bobo 1998, Lerman 1998,
U.S. Department of Commerce 1999b; see also chapter 3,
“Science and Engineering Workforce”). These studies have
generally concluded that:

� The IT labor market appears to be tight (to a somewhat
greater extent than the overall job market), but existing
data cannot prove or disprove that there is a shortage. Fed-
eral data are limited by untimely reporting, out-of-date
occupational descriptions, and incompatibilities between
supply and demand data collected by different agencies.

� The IT labor market is not homogeneous. Supply and de-
mand characteristics vary by region, by industry segment,
and by specific skills. Because product cycle times are
very fast in much of the IT industry, a premium is paid for
people with specific current skills rather than people who
require training to be effective. Competition is especially
intense for people with specific “hot” skills in specific
markets.

� People enter IT careers from a variety of directions. IT
workers include people who majored in IT-related disci-
plines at the associate, bachelor’s, master’s, and doctoral

ployment in managerial, professional, and technical classes
has been expanding at a faster rate than employment in non-
and semi-skilled occupations. Howell and Wolff (1993) reach
much the same conclusion; using detailed data on cognitive
and motor skills required for specific occupations from 1959
to 1990, they found that skill restructuring (principally up-
grading) in the labor force began in the 1970s and continued
in the 1980s in patterns that are “broadly consistent with what
one might expect from the rapid expansion of new [informa-
tion] technology” (Howell and Wolff 1993, 12). Howell and
Wolff also found that demand for the most cognitively skilled
information occupations grew more rapidly than demand for
other occupations during some periods. Analyzing data from
the Annual Survey of Manufacturers, Berman, Bound, and
Griliches (1994) document signif icant skill upgrading
throughout the manufacturing sector during the 1980s—which
they attribute in part to computerization of the workplace.
Their findings indicate a distinct shift in the demand for la-
bor in the United States from less skilled to more highly
(cognitively) skilled labor—a shift that has been linked theo-
retically and empirically to the diffusion of IT. Autor, Katz,
and Krueger (1997) found that those industries that experi-
enced the largest growth in computer use also tended to shift
their employee mix from administrative and support workers
toward managers and professionals (a finding consistent with
Castells 1996).

In addition to the effects of IT on wages, Katz (1999) iden-
tifies several other issues relating to IT and employment that
merit further study. For example, how does the growth of the
Internet affect the geographic distribution of work among large
cities, smaller cities, suburban areas, and rural areas? What is
the promise of telecommuting, and what is the reality? What
are the sources of employee training in the rapidly changing
digital economy? How do Internet job searching and com-
puter-oriented labor market intermediaries (e.g., the tempo-
rary help industry) affect the labor market? These topics
suggest a rich area for further study.

IT Workforce

With rapid expansion of IT development and application,
and with the overall U.S. economy running at full employ-
ment, it is not surprising that there have been recent concerns
about the availability of IT workers. Demand for IT workers
has been growing steadily for years. (See figure 9-13.)

The IT industry itself has asserted that there is a serious
shortage of IT workers. The U.S. Department of Commerce
(1997, 1999b) published Bureau of Labor Statistics projec-
tions on future U.S. demand for three core occupational clas-
sifications of IT workers—computer scientists and engineers,
systems analysts, and computer programmers. These projec-
tions indicated that between 1996 and 2006, the United States
would require more than 1.3 million new IT workers in these
three occupations. (See text table 9-6.)

After increasing sharply in the early 1980s, the number of
computer science degrees awarded declined sharply after 1986
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levels; people from other science, engineering, and business
fields; and people from nontechnical disciplines who have
taken some courses in IT subjects. Many people also enter
the field through continuing education programs and for-profit
schools. New modes of instruction delivery, such as distance
learning are being used. (See “Distance Education.”)

� The job market is showing signs of responding—if imper-
fectly—to the tight IT labor markets. Wage increases are
attracting more people to the field. A large number of ini-
tiatives around the country have been started to address
the problem. Enrollments are increasing in training pro-
grams and in 4-year degree programs.

IT and Education

Information technologies are likely to have a substantial
effect on the entire spectrum of education by affecting how
we learn, what we know, and where we obtain knowledge and
information. IT influences the creation of scientifically de-
rived knowledge; how children learn in schools; lifelong learn-
ing by adults; and the storage of a society’s cumulative
knowledge, history, and culture. IT can bring new informa-
tion and types of instruction into the classroom; it can pro-
vide students with new tools for finding and manipulating
information; and it can provide resources that are not avail-
able in a particular geographical area. At the same time, IT
may impose new costs in equipment, software, and the time
it takes to learn new systems; it also threatens to disrupt ex-
isting methods of knowledge creation and transfer, as well as
the archiving of knowledge.

This section reviews the role of IT in classrooms, in dis-
tance education, in the storage and dissemination of knowl-
edge, and in the creation of new knowledge. In each of these
areas, similar technologies can be applied from K–12 educa-
tion to leading-edge research. Much of the attention in each
of these categories, however, is directed at one level. Most
discussion of IT in the classroom, for example, focuses on
K–12 education. Distance education is being used most in

higher education. Discussion of the creation, storage, and
dissemination of knowledge focuses on the research commu-
nity. Although this discussion concentrates on these areas,
virtually all of the technologies discussed here can be used—
and are being used—at many levels in the education/research
system. Other chapters of this report discuss the use of infor-
mation technology in specific parts of the education system:
For example, chapter 5 discusses IT at the K–12 level.

IT in the Classroom
In recent years there has been a great deal of emphasis in

the United States on increasing the use of information tech-
nologies in U.S. elementary and secondary schools (Children’s
Partnership 1996, McKinsey and Company 1995, NIIAC
1995, PCAST 1997). Greater use of IT at the precollege level
is frequently regarded as providing the training students need
to be competent members of the information society and to
enjoy the benefits of information technology. Schools are
expected to expose all children to information technologies
so society does not become stratified into information-rich
and information-poor classes. A 1992 survey of elementary
and high school principals found that the three main reasons
schools adopt computer technologies are to give students the
experience they will need with computers for the future, to
keep the curriculum and teaching methods current, and to
improve student achievement (Pelgrum, Janssen, and Plomp
1993).

Assumptions about the educational benefits of IT are not
universal, however. Silicon Snake Oil: Second Thoughts on
the Information Highway (Stoll 1995) represents one critique
of claims about the social payoff of IT (including educational
benefits). Scholar Larry Cuban (1994) has questioned the use
of computers in classrooms, and journalist Todd Oppenheimer
(1997) has described the opportunity costs of spending edu-
cational funds on IT.

The fundamental dilemma of IT-based education is that it
has not been proven to be more cost-effective than other forms
of instruction (Cuban 1994, Kulik and Kulik 1991, Rosenberg

Text table 9-6.
Employment projections for core IT occupations
(Thousands)

Net (growth and net
Occupation 1996 2006 Number Percentage Replacements replacement)

Computer scientists ............. 212 461 249 118 19 268
Computer engineers ............ 216 451 235 109 15 250
Systems analysts ................. 506 1,025 520 103 34 554
Computer programmers ...... 568 697 129 23 177 306
Total ..................................... 1,502 2,634 1,133 75 245 1,378

SOURCE: U.S. Department of Commerce, The Digital Work Force: Building Infotech Skills at the Speed of Innovation. (Washington, DC: 1999); and U.S.
Department of Labor Statistics, 1996 industry-occupation employment matrix.
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1997). Although real IT learning benefits have been demon-
strated, we do not know whether the magnitude of those ben-
efits is sufficiently large to justify consuming substantial
resources and actively displacing other school curricula and
programs.

Others (e.g., Papert 1995) suggest that the question at stake
is no longer whether technology can change education or
whether this change is desirable. Technology is a major fac-
tor in changing the entire learning environment, and schools
will need to change in fundamental ways to keep pace.

The budget issues and educational opportunity costs asso-
ciated with IT are significant. In a report to the U.S. Advisory
Committee on the National Information Infrastructure,
McKinsey and Company (1995) estimated that about 1.3 per-
cent of the national school budget is spent on instructional
technology. Increasing the level of IT in K–12 public schools
could require raising this spending to as much as 3.9 percent
of the national school budget, depending on the degree of IT
intensity desired.3 Moreover, these figures do not include IT
operational expenses or the cost of teacher training—a sig-
nificant factor in the effectiveness of computer-based instruc-
tion (CBI) (McKinsey and Company 1995, PCAST 1997,
Ryan 1991, OTA 1995). Because school districts are under
increasing fiscal stress, expanding IT resources could mean
cutting other important programs. Oppenheimer (1997) de-
tails sacrifices in art, music, physical education, vocational
classes, and textbook purchases that have been made so that
computers could be placed in the schools. The negative ef-
fects of these sacrifices on learning and job skills are not usu-
ally considered in the growing emphasis on CBI.

Uncertainty about the effect of information technology in
the classroom is not surprising. Computers are powerful tools
that can be used in many different ways in education. CBI is a
broad category that includes computer-assisted instruction (typi-
cally drill-and-practice exercises or tutorial instruction), com-
puter-managed instruction (in which the computer monitors
student performance and progress and guides student use of
instructional materials), and computer-enriched instruction (in
which the computer functions as a problem-solving tool). Com-
puters have a variety of potential uses in education: generic
information handling, real-time data acquisition, simulations,
multimedia, educational games, cognitive tools, intelligent tu-
tors, construction environments, virtual communities, informa-
tion access environments, information construction
environments, and computer-aided instruction (Rubin 1996).
Software (courseware) for inquiry-based learning4 is the ulti-
mate goal of most CBI advocates and the most cognitively de-
manding form of learning (Kulik and Kulik 1991, McKinsey

and Company 1995, PCAST 1997). Given the diversity of ap-
plications, from drill and practice exercise to participating in
global environmental projects, generalizing about the costs and
benefits of computers in the classroom is difficult. (See sidebar,
“Innovative Education Projects.”)

Diffusion of IT in Education
Over the past 20 years, computers and other information

technologies have been diffused widely in the U.S. K–12 edu-
cational system. One measure of IT in schools is the ratio of
students to computers. In 1998 there were approximately six
students per instructional computer in public schools. (See
figure 9-14.) Medium-sized schools (300–999 students) and
large schools (1,000 or more students) had less access to in-
structional computers per student than small schools (fewer
than 300 students). Schools located in cities had more stu-
dents per instructional computer than schools in the urban
fringes, towns, and rural areas.

Another measure is the degree to which schools are con-
nected to the Internet. Schools have been connecting to the
Internet at a rapid rate. By 1998, 89 percent of public schools
were connected to the Internet—up from 35 percent in 1994.
Although schools with large numbers of students in poverty
and large minority populations were much less likely to be
connected to the Internet a few years ago, by 1998 most of
these differences had decreased sharply (NCES 1999).

The percentage of instructional rooms with access to the
Internet also has been growing. In 1998, 51 percent of in-
structional rooms in public schools were connected to the
Internet—nearly double that of 1997. As one might expect,
wealthier schools tend to be better connected to the Internet.
Public schools with high minority enrollments are likely to
have a smaller percentage of instructional rooms connected
to the Internet. Similarly, public schools with more students
eligible for free or reduced-price school lunch had fewer in-
structional rooms wired. There are also regional differences.
Schools in the Northeast had a lower proportion of rooms
connected to the Internet than schools in the Southeast, Cen-
tral, and West regions.

These differences do not appear to be permanent, how-
ever. Schools with high minority or subsidized lunch ratios
were about as well connected to the Internet in 1998 as the
most connected categories of schools were in 1997. (See ap-
pendix table 9-5.)

Schools are also upgrading their Internet connections. The
percentage of schools using dial-up connections has dropped
from 74 percent of public schools with Internet access in 1996
to 22 percent in 1998. (See figure 9-15.) The percentage of
higher-speed connections using dedicated lines has increased
from 39 percent in 1996 to 65 percent in 1998. The rapid
increase in Internet connection reflects interventions through
several programs to increase the use of IT in the schools. These
initiatives include National Telecommunications and Infor-
mation Administration programs to support novel application
of information technology; NetDay volunteer efforts to con-
nect schools and classrooms to the Internet; the e-rate pro-

3For example, ensuring adequate pupil-to-computer ratios and Internet
connections to the school versus universal classroom deployment of full
multimedia computers, Internet connections, and school networks. The
McKinsey report details three alternative IT models and estimated costs.

4Inquiry-based learning represents active learning on the part of a student
rather than passive assimilation of information that is “taught” by an in-
structor. Inquiry-based learning reflects active construction of models for
conceptual understanding, the ability to connect knowledge to the world
outside the classroom, self-reflection about one’s own learning style, and a
cultivated sense of curiosity. See Rubin (1996).
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gram to subsidize telecommunication charges for schools; and
many other programs by private corporations and foundations.

The Campus Computing Project (1998) has found that in-
formation technologies increasingly are being used in col-
lege courses as well. E-mail, the Internet, course Web pages,
simulation, and other technologies are being used in more
courses every year. (See figure 9-16.) In some cases, the de-
cision to use more IT in college courses is largely left to the

professor. On the other hand, universities such as UCLA have
required professors to establish Web pages for each course
and to put syllabuses online. As with IT in K–12 education,
support for the increased use of IT in college campuses has
not been universal. Many professors and administrators are
enthusiastic early users of the new technologies; others pre-
fer to wait for other institutions to find out which new tech-
nologies are useful in improving the quality of education.

Many of the new information technologies being used in
scholarly communication and research can be used in educa-
tion as well. Scientific and scholarly literature is increasingly
available online, students can learn from computer modeling
and simulation, and there are opportunities to participate in
scientific experiments online. The types of IT that can be in-
corporated into education can be expected to expand.

Effectiveness of IT in Education
As with the economic effects of IT, measuring the appli-

cation of IT in education is much easier than measuring its
effects or cost-effectiveness. Several factors explain why IT
has not yet shown up in overall educational performance
measures.

� There are measurement difficulties because people dis-
agree on the appropriate ways to measure performance in
education and the relevance of standardized test scores.

� It will take time for the educational system to figure out
the best ways to use information technologies.

Figure 9-14.
Ratio of students per instructional computer and 
students per instructional computer with Internet 
access, by school characteristics: Fall 1998

SOURCES: U.S. Department of Education, National Center for 
Education Statistics, Fast Response Survey System, "Internet Access
in Public Schools," NCES 98-031, and "Survey on Internet Access in 
U.S. Public Schools, Fall 1998," FRSS 69 (1998).
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Figure 9-15.
Percentage of public schools with Internet access, 
by type of Internet connection: Fall 1996–98

NOTE: Data were also collected for ISDN, cable modem, and wireless
connections.

SOURCES: U.S. Department of Education, National Center for 
Education Statistics, Fast Response Survey System, “ Advanced 
Telecommunications in Public Elementary and Secondary Schools, 
1996,”  NCES 97-944, “ Internet Access in Public Schools,”  NCES 
98-031, and data from the “ Survey on Internet Access in U.S. Public 
Schools, Fall 1998,”  FRSS 69, 1998.
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� Factors other than the technology itself, such as infrastruc-
ture support, school organization, and teacher training in-
fluence the effectiveness of the technology.

� The technologies are rapidly changing. The technologies
that are available today—the Internet, multimedia and
simulation software—are substantially different from those
available even five years ago. Findings on the effective-
ness of IT in the classroom from five years ago may be
obsolete.

Many variables in the classroom influence the effective-
ness of CBI in the classroom. Schofield (1995) found that
the social organization of the school and classrooms affect
computer-related learning, behavior, attitudes, and outcomes.
Systematic understanding of the social and cognitive com-
plexity of computer-based learning is limited. As the
President’s Committee of Advisors on Science and Technol-
ogy (PCAST) Panel on Educational Technology noted:

In 1995, less than 0.1 percent of our nation’s expenditures for
elementary and secondary education were invested to deter-
mine which educational techniques actually work, and to find
ways to improve them (PCAST 1997).

A keyword search of the Educational Resources Informa-
tion Center (ERIC) (http://www.accesseric.org/)—the primary
bibliographic database used for educational research—yields
thousands of citations related to computer-assisted instruc-
tion and student achievement. The notable characteristic of
this research is its diversity: Studies range from anecdotal
reports to formal experimental designs, many of which con-
trol for different sets of variables and include different types
of computer use in different subject areas. Moreover, interest
in the effects of computers on young people is not limited to

learning and achievement. Concerns about the emotional and
psychological effects of prolonged exposure to computing
environments have also been raised.

Several syntheses and reviews of this literature have been
carried out. Some are standard literature reviews, which can
flexibly interpret the differences among studies but also may
reflect the author’s biases in selecting and interpreting stud-
ies. Other syntheses are “meta-analyses.” Meta-analysis re-
fers to the statistical analysis of the results of many studies to
integrate the findings. Meta-analysis allows researchers to
cumulate the findings of multiple studies into a single mea-
sure of outcome and estimate the magnitude of an indepen-
dent variable’s impact. A number of meta-analyses have been
conducted on the effects of computer-based instruction.

Kulik and Kulik (1991) performed meta-analysis on 254
studies conducted between 1966 and 1986 that covered many
different educational levels and instructional technologies.
In a subset of this study, Kulik and Kulik analyzed 68 studies
on computer-assisted instruction at the precollege level; they
found that students using computer-based instruction scored
(on average) in the 64th percentile on measures of learning
and achievement, compared to the 50th percentile for stu-
dents in a traditional class.

Ryan’s (1991) meta-analysis of 40 studies5 conducted be-
tween 1984 and 1989 found the average K–6 student using a
microcomputer as an instructional tool performed in the 62nd
percentile on tests, compared to the 50th percentile for the
average K–6 student who did not use a microcomputer. Ryan

Percentage of courses using IT resources

Figure 9-16.
Use of information technology in higher education instruction: 1994–99

Science & Engineering Indicators – 2000

SOURCE: Campus Computing Project (November 1999); and 1999 National Survey of Information Technology in Higher Education, available from
<<http://www.campuscomputing.net/>>.  
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5Ryan also had a precise set of stringent selection criteria, including re-
quirements that the study reflect experimental or quasi-experimental design,
that the sample size be at least 40 students (a minimum of 20 students in the
treatment and control groups), and that the treatment last eight weeks or
longer.
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also evaluated several sets of variables other than CBI that
may have had an impact on the size of the effect. Of these
variables, only the degree of teacher pretraining was statisti-
cally significant. In experimental groups in which teachers
had fewer than 10 hours of computer pretraining, the effect
size of CBI was negligible and, in some instances, negative.
In groups in which teacher pretraining exceeded 10 hours,
students in the experimental group performed at the equiva-
lent of the 70th percentile—equivalent to a gain of half a
school year gain over the control. These findings reinforce
those of other studies that identify the crucial role of teacher
preparedness in effective CBI (PCAST 1997; OTA 1995).

Schacter (1999) reviewed seven studies of educational tech-
nology:

� a meta-analysis of more than 500 studies (Kulik 1999);

� a review of 219 research studies from 1990 to 1997 (Sivin-
Kachala 1998);

� an evaluation of the Apple Classrooms of Tomorrow
(Baker, Gearhart, and Herman 1994);

� a study of West Virginia’s Basic Skills/Computer Educa-
tion statewide program (Mann et al. 1999);

� a national study of the effects of simulation and higher
order thinking technologies on math achievement
(Wenglinsky 1998);

� work on collaborative computer application in schools
(Scardamalia and Bereiter 1996); and

� the work of the learning and epistemology group at MIT
(Harel 1990; Harel and Papert 1991).

Collectively, these studies cover more than 700 empirical
research studies and focus on the most recent work. On the
basis of this review, Schacter (1999) concludes that “students
with access to: (a) computer-assisted instruction or (b) inte-
grated learning systems technology or (c) simulations and
software that teach higher-order thinking or (d) collaborative
networked technologies or (e) design and programming tech-
nologies show positive gains in achievements on research
constructed tests, standardized tests, and national tests.”
Schacter also found evidence, however, that learning tech-
nology is less effective or ineffective when learning objec-
tives are unclear and the purpose of the technology is
unfocused.

Distance Education
Distance education is not new. An estimated 100 million

Americans have taken distance study—mostly correspondence
courses—since 1890 (Distance Education and Training Coun-
cil 1999), and in the 1960s there was widespread optimism
about the use of television in education. Information tech-
nologies are providing significant new tools for distance edu-
cation. Many schools are establishing distance education
programs for the first time or expanding their existing dis-
tance education courses.

In online distance courses, students are likely to use e-
mail to communicate with instructors and fellow students.
The instructor typically sends “lectures” via e-mail or posts
them on a Web page, and students submit assignments and
have “discussions” via e-mail. Courses often supplement text-
books with Web-based readings. These courses may also meet
in a chat room at a certain time for online discussions. Classes
may also have online bulletin boards or Web conferences in
which people ask and respond to questions over time. In the
not-too-distant future, as Internet bandwidth increases, video
lectures and videoconferencing will become more common
additions to the online courses. Some classes may also use

Innovative Education Projects

Several special projects merit note. The Higher Or-
der Thinking Skills (HOTS) Program, for example, is an
intervention program for economically disadvantaged
students in the fourth through seventh grades. Students
were taken from their traditional classrooms and taught
through an innovative curriculum that integrated com-
puter-assisted instruction, drama, and the Socratic
method. Students in the HOTS Program outperformed
other disadvantaged students in a control group on all
measures and had double the national average gains on
standardized tests in reading and mathematics (Costa and
Liebmann 1997).

The Buddy Project in Indiana, in which students in
some classrooms were given home computers, also re-
ported highly positive results across a variety of skills.
Similar results were reported for the Computers Help-
ing Instruction and Learning Development (CHILD)
program in Florida, an elementary school program that
emphasized student empowerment, teacher training and
teamwork, and independent learning (ETS 1997). These
studies suggest that the use of computers in enriched,
nontraditional learning environments might achieve the
fundamental changes in student learning that advocates
of computer-based instruction desire.

Another innovative IT-based program is the Global
Learning and Observations to Benefit the Environment
(GLOBE) program (<<http://www.globe.gov/>>)—a
worldwide network of students, teachers, and scientists
working together to study and understand the global en-
vironment. Students and teachers from more than 7,000
schools in more than 80 countries are working with re-
search scientists to learn more about our planet. GLOBE
students make environmental observations at or near their
schools and report their data through the Internet. Sci-
entists use GLOBE data in their research and provide
feedback to students to enrich their science education.
Global images based on GLOBE student data are dis-
played on the World Wide Web, enabling students and
other visitors to visualize the student environmental ob-
servations.
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offering distance education increased from 12 percent in
1995 to 22 percent in 1997/98.

� Distance education course and enrollments are growing
more rapidly than the number of institutions offering dis-
tance education.  The number of courses offered in 2-year
and 4-year higher education institutions doubled from
25,730 in 1994/95 to 52,270 in 1997/98. (See appendix
table 9-7.)  The increases were fairly similar across all cat-
egories of higher education institutions (2-year and 4-year
schools, public and private institutions, and all size cat-
egories).  Course enrollments were also up sharply, more
than doubling from 753,640 in 1994/95 to 1,632,350 in
1997/98 (NCES 1999b).

� Of those higher education institutions that offer distance
education, the percentage that offer degrees that can be
completed exclusively with distance education courses has
remained essentially constant, 22 percent in 1997/98 com-
pared to 23 percent in 1995 (NCES 1999b).

� There has been a significant change in the technologies used
for distance education. (See appendix table 9-8.)  In 1995,
the most widely used technologies were two-way interac-
tive video (57 percent) and one-way prerecorded video (52
percent).  These were still widely used in 1997/98 at 56 per-
cent and 48 percent, respectively.  Internet-based courses,
however, expanded greatly.  The percentage of institutions
offering Internet courses using asynchronous (not requir-
ing student participation at any set time of day or week)
computer-based instruction was 60 percent in 1997/98. The
percentage of institutions that offered Internet courses us-
ing synchronous (real-time) computer-based instruction was
19 percent in 1997/98 (NCES 1999b).

Significance of Distance Education
Despite substantial and growing experience with online

education, there have been relatively few thorough assessments.
Frank Mayadas of the Sloan Foundation (which supports asyn-
chronous learning7) suggests that because online education
provides access to education to a new student population, it
does not need to be directly compared to on-campus education
(Miller, n.d.). Instead, asynchronous learning should be assessed
according to degree of access provided, the extent to which
learning meets or exceed goals set by faculty and the institu-
tion, the extent to which it is a satisfying experience for fac-
ulty, its cost-effectiveness, and its student satisfaction.

There is evidence that, at least in some circumstances,
online education can be very effective. The rapid growth and
success of some online education providers suggests that they
are providing acceptable learning experiences. At the same
time, there are many other case studies that report at least
initial frustrating experiences with online education.

more elaborate systems called MUD/MOOs6 for group in-
teraction as well as many groupware programs that often in-
volve simultaneous viewing of graphics and use of a shared
writing space (i.e., electronic white board) (Kearsley 1997).
Other classes may make use of computer simulations over
the Internet.

Distance education offers several potential advantages. It
may allow students to take courses not available in their geo-
graphical area, and it may allow students to take courses in a
way that fits in with their career and family life. It makes
education more available to working students with Internet
access—especially older, mid-career students and those who
have family responsibilities. For universities, it offers a way
to expand enrollment without increasing the size of their
physical plant.

Although distance education traditionally is regarded as
education or training courses delivered to remote locations,
distance education techniques—especially online education—
can be incorporated as part of on-campus instruction as well.
Universities are finding that significant numbers of on-cam-
pus students will take distance education courses when such
courses are offered. At the University of Colorado at Denver,
for example, more than 500 of 609 students enrolled in dis-
tance-education courses were also enrolled in regular courses
(Guernsey 1998). Online courses can be more convenient for
on-campus students, allowing them to better fit courses into
their schedules. Such courses can also allow professors to
augment course material with Web-based materials or guest
lecturers in remote sites.

Trends in Distance Education

� The National Center for Education Statistics has conducted
two surveys of distance education in post-secondary edu-
cation institutions, the first in the fall of 1995 and the sec-
ond in 1997/98 (NCES 1999b).  The first survey covered
only higher education institutions, while the second sur-
vey covered all post-secondary educational institutions.
These surveys document that distance education is now a
common feature of many higher education institutions and
is growing rapidly.  The majority of courses are at the un-
dergraduate level and are broadly distributed across aca-
demic subjects.

� The number of higher education institutions offering dis-
tance education is growing.  In the fall of 1995, 33 per-
cent of 2-year and 4-year higher education institutions of-
fered distance education courses.  By 1997/98, the figure
had grown to 44 percent. (See appendix table 9-6.)  In
1995, 62 percent of public 4-year institutions offered dis-
tance education; by 1997/1998, 79 percent offered dis-
tance education. Private 4-year colleges are much less
likely to offer distance education, but are also increasing
their use of it.  The percentage of private 4-year colleges

7Asynchronous learning refers to distance learning that uses technologies that
allow participants to interact without having to be available at the same time.

6MUD stands for “multiple user dimension, dialogue, or dungeon.” MOO
stands for “MUD, object oriented.”
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Kearsley, Lynch, and Wizer (1995) reviewed the literature
that examines the use of computer conferencing in higher
education and found that, in comparison with traditional
classes, student satisfaction with online courses is higher,
measures of student achievement are the same or better, and
there is usually more discussion among students and instruc-
tors in a course.

Schutte (1997) reported on an experiment carried out dur-
ing a fall 1996 social statistics course at California State Uni-
versity, Northridge, in which students were randomly divided
into two groups—one taught in a traditional classroom and
the other taught virtually on the World Wide Web. Text, lec-
tures, and exams were standardized between the two groups.
Schutte found that, contrary to expectations, the virtual class
scored an average of 20 percent higher than the traditional
class on both examinations.

At the same time, distance education raises issues con-
cerning broader effects on the university. Although online
education may expand the pool of people who have access to
education, it also may take students away from traditional
education, and some scholars express concern that it will un-
dermine the traditional college experience. Some people ques-
tion whether the quality of distance education can match that
of face-to-face instruction. Moreover, creating the kind of
intellectual or social community that characterize colleges
may be much harder through distance learning.

Distance education also brings universities into competi-
tion with each other in a new way. Because distance educa-
tion courses are available to anyone, anywhere, they allow
universities to compete for students in other geographic ar-
eas. Top-tier universities such as Stanford and Duke are be-
ginning to market Internet-based master’s degrees to national
audiences. New distance education–based universities—such
as Jones International University (<<http://www.jones
international.edu>>), the first online-only university to gain
accreditation; the University of Phoenix online (<<http://
online.uophx.edu>>); and the Western Governors University
(<<http://www.wgu.edu>>)—are also marketing courses that
compete with universities and community colleges that have
in the past been providers of continuing education services in
their region. Others see opportunities to market American
university degrees to large potential student populations
abroad. The reverse is also happening. The United Kingdom’s
Open University, which has established a good reputation as
a provider of distance education in the U.K. since 1971, has
started an operation in the United States (Blumenstyk 1999a).

In addition, distance education is creating new markets for
companies selling course materials and software to assist in online
courses (Blumenstyk 1999b). Publishers such as McGraw-Hill
and software companies such as Microsoft and Oracle have de-
veloped and are marketing online courses (Morris 1999).

Some people regard distance education technologies as
providing new tools to professors. Others foresee mass pro-
duction education, in which packaged multimedia courses will
reduce the importance of professors (Noble 1998). As one
indicator of concern, more than 850 faculty members at the

University of Washington signed a letter to Governor Gary
Locke protesting the state’s plans for investing in informa-
tion technology (Monaghan 1998). The expanding and po-
tentially lucrative new market for online course materials has
also raised the issue of whether professors or the university
should own the intellectual property embodied in online
courses. The American Association of University Professors
(AAUP) has taken the position that professors rather than in-
stitutions should retain primary property rights for online
course materials (Schneider 1999) and has questioned the ac-
creditation of Jones International University (Olsen 1999).

The issues raised by IT in education are still in their in-
fancy and will probably take years to resolve.

IT, Research, and Knowledge Creation
Information technology is having broad and substantial

effects on research and the creation of knowledge. IT facili-
tates:

� new ways of communicating and storing scholarly infor-
mation;

� new methods of research and new fields of science; and

� new forms of scientific collaboration.

The effects of IT on research and knowledge creation are
important for two reasons. First, they have significant effects
on the research community, which in turn affects innovation
and education in society. Second, many applications of IT
that have been used first in the research community, such as
e-mail and the World Wide Web, have later diffused more
widely and have had major effects outside of the research
community.

Scholarly Communication

In his 1945 Atlantic Monthly article, Vannevar Bush illus-
trated how helpful it would be to researchers to have access at
their desk to the great body of the world’s knowledge. In the
past few years, that vision has come much closer to reality.
The Internet and the World Wide Web, originally developed
as tools for scientific communication, have become increas-
ingly powerful. An increasing amount of scholarly informa-
tion is stored in electronic forms and is available through
digital media—primarily the World Wide Web.

Scholars derive many advantages from having scholarly
information in digital form. They can find information they
want more easily using search tools. They can get the infor-
mation without leaving their desks, and they do not have to
worry about journals being missing from the library. They
can get more complete information because electronic publi-
cations are not constrained by page limits as printed journals
commonly are. Multimedia presentations and software can
be combined with text, enriching the information and facili-
tating further work with it. Additional references, comments
from other readers, or communication with the author can be
a mouse-click away.
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There are also advantages for libraries. Many patrons can
access the same electronic information at the same time, pos-
sibly without having to visit the library facility; electronic ar-
chives do not take up the space held by old journal collections;
and libraries can stretch limited financial resources, especially
for accessions. All of these factors exert strong pressures for
making scholarly information available electronically.

The traditional system of printed academic journals, how-
ever, performs functions other than information transmission.
Journals organize articles by field and manage peer review
processes that help to screen out bad data and research. Schol-
ars achieve recognition through publication in prestigious jour-
nals, and universities base hiring and promotion decisions on
publication records. Similarly, traditional libraries have played
roles in scholarship that go beyond storing books and jour-
nals. The library is a place for students and scholars to con-
gregate, and it often has been the intellectual center of a
university.

Electronic publications also raise issues about the archiving
of information. Rapidly changing IT means that publications
stored in one format may not be readily accessible to future
users. This problem may become increasingly difficult when
electronic “publications” include hyperlinks, multimedia pre-
sentations, or software programs.

There are several different ways to put scholarly informa-
tion online, all of which are expanding. These “media” in-
clude individual Web pages, preprint servers, electronic
journals, and electronic versions of print journals.

Many scholars put their own work on personal or research-
group Web pages. These sites may include “reprints” of pub-
lished material, preprints, working papers, talks and other
unpublished material, bibliographies, data sets, related course
material, and other information of use to other scholars. This
approach provides an efficient way for scholars to respond to
requests for information from colleagues or students.

Another rapidly growing form of electronic publication has
been preprint or reprint servers, whereby authors in a specified
field post their articles. These servers enable readers to find
papers of interest, accelerate dissemination of new knowledge,
and provide a focal point for information in a field. The origi-
nal and most widely copied preprint server is the Los Alamos
physics preprint server (<<http://xxx.lanl.gov/>>). This site was
started in 1991 by Los Alamos physicist Paul Ginsparg as a
service to a small subfield of physics; it has grown to cover
many fields of physics, astronomy, mathematics, and compu-
tation. By mid-1999 it was receiving more than 2,000 new sub-
missions each month and had close to 100,000 connections
each day (e.g., for searching, reading, or downloading papers)
from approximately 8,000 different hosts. (See figures 9-17
and 9-18.) It has become the main mode of communication in
some fields of physics. Fourteen other places around the globe
have established mirror sites that copy the information on the
Los Alamos server to provide alternative access to the infor-
mation. One effect of the server is that physicists around the
world who do not have access to major research libraries can
keep abreast of the latest developments in physics.

The preprint server is a very efficient mode of communi-
cation. Odlyzko (1997) estimates that the Los Alamos server
costs $5–$75 per article (the upper estimate is based on de-
liberately inflated assumptions about costs), compared to costs
of $2,000–$4,000 per article for an average scholarly print
journal. The server does not provide refereeing of articles,
but it does provide a means for scientists to comment on pa-
pers that are posted as well as to respond to the comments of
others. It also provides a forum for electronic discussions in
various fields. The Los Alamos server is frequently regarded
as a model. Other preprint servers modeled after the Los
Alamos server include the Economics Working Paper Archive
hosted by the Economics Department of Washington Univer-
sity (<<http://econwpa.wustl.edu/wpawelcome.html>>) and
a Chemical Physics Preprint Database operated by the De-
partment of Chemistry at Brown University and the Theo-
retical Chemistry and Molecular Physics Group at the Los
Alamos National Laboratory (<<http://www.chem.brown.edu/
chem-ph.html>>). As other preprint servers develop, it will
become easier to understand how much the Los Alamos suc-
cess derives from the particular nature of the research and
researchers in physics and how much can be generalized.

Implementation issues associated with scholarly electronic
publishing were underscored by the 1999 proposal by NIH
director Harold Varmus for a Web-based repository of bio-
medical literature to be hosted by NIH originally called E-
biomed (Varmus 1999). In the original proposal, this
repository was intended to be a preprint server, modeled after
the Los Alamos server; that proposal was revised, however,
after extensive public comment and discussion in the press.
Some people expressed concern that unrefereed medical pub-
lications might be a public health risk. Others suggested that
NIH, as the funding agency for biomedical research, should
not itself publish research results. Much of the criticism came
from professional societies and the publishers of academic
journals, who regarded E-biomed as a threat to their circula-
tion and revenue. In response to these comments, NIH re-
vised the proposal to create a “reprint” server that would work
with existing journals to post the text of those journals after
they are published. (NIH also changed the name, first to E-
biosci, and then to PubMed Central.) Although this proposal
is less threatening to publishers, the benefits to them of par-
ticipation are not yet clear (Marshall 1999).

The controversy over the Varmus proposal shows that key
players include not only researchers and publishers but also
the broader public that may access electronic publication.
Research posted on the Web that has direct public health or
policy implications is likely to receive more scrutiny than re-
search with a primarily scientific audience. As regulatory at-
tention to health information on Web sites illustrates, the
quality of some kinds of information may trigger more con-
cern—and intervention—than others.

Electronic journals have also been expanding rapidly. The
Association of Research Libraries’ (ARL) 1997 directory of
electronic journals, newsletters, and academic discussion lists
included 3,400 serial titles—twice as many as in 1996. Of
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Monthly submission rate for archive

Figure 9-17.
Number of new submissions received at Los Alamos preprint server each month since August 1991

Science & Engineering Indicators – 2000SOURCE: Los Alamos preprint server available from <<http://xxx.lanl.gov/>>.

96 months

8/
91

10
/9

1
12

/9
1

2/
92

4/
92

6/
92

8/
92

10
/9

2
12

/9
2

2/
93

4/
93

6/
93

8/
93

10
/9

3
12

/9
3

2/
94

4/
94

6/
94

8/
94

10
/9

4
12

/9
4

2/
95

4/
95

6/
95

8/
95

10
/9

5
12

/9
5

2/
96

4/
96

6/
96

8/
96

10
/9

6
12

/9
6

2/
97

4/
97

6/
97

8/
97

10
/9

7
12

/9
7

2/
98

4/
98

6/
98

8/
98

10
/9

8
12

/9
8

2/
99

4/
99

6/
99

0

500

1,000

1,500

2,000

2,500

Number of connections (excluding mirror sites, FTP, e-mail)

Figure 9-18.
Number of connections each week at Los Alamos preprint server: 7/31/94–8/1/99
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Figure 9-19.
Peer-reviewed electronic publications

SOURCE: Mogge, D., ARL Directory of Electronic Journals, 
Newsletters and Academic Discussion (1997): Foreward. Available 
from <<http://www.arl.org:591/foreword.html>>.
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electronic publication. Some of these costs might decline with
time, experience, and improved technology.

Electronic publication also can affect the revenue stream
of print publishers. If a publisher provides a site license for
a university library that enables anyone on campus to read
the journal, individual subscriptions may decline. Moreover,
electronic journals may be less attractive to advertisers than
print versions.

Some electronic-only journals—generally run by an unpaid
editor and distributed on the Internet at no cost to the user—
are operated at low cost. They can provide a similar filtering
function to that of print journals (using, as do other scholarly
journals, unpaid reviewers), but they generally have lower ad-
ministrative and publishing costs. Many free journals are sub-
sidized, directly or indirectly, by another organization; some
charge authors fees for articles that are printed to cover their
costs. Odlyzko (1997) estimates that these journals can oper-
ate at $250–$1,000 per article (again, compared to $2,000–
$4,000 per article for average academic publications).

The system of scholarly communication is changing rap-
idly, but the direction of that change remains uncertain. Al-
though scholars want to be able to access information in
electronic form, and the costs of electronic publishing can be
lower, there are some barriers to electronic publishing. Schol-
ars, who do not directly bear the cost of journals, tend to sub-
mit their articles to print journals rather than electronic
journals because they still regard print journals as more pres-
tigious (Kiernan 1999). (They may also post their articles on
the Web for convenience.) Research libraries, which are un-
der pressure to cut journal costs, also must continue to meet
the needs of their research communities to provide access to
the most important journals (which are mostly still print jour-
nals), and libraries have trouble affording print and electronic
versions of the same journals. Libraries are seeking new strat-
egies, such as negotiating university-system wide packages
for electronic journals to lower costs (Biemiller 1999) or even
supporting new, lower cost journals to compete with high-
cost journals (ARL 1999).

Digital Libraries

The term “digital library” does not refer to a library in the
conventional sense of a central repository of information.
Rather, the term encompasses a broad range of methods of
storing materials in electronic format and manipulating large
collections of those materials effectively. Some digital library
projects focus on digitizing perishable or fragile photographs,
artwork, documents, recordings, films, and artifacts to pre-
serve their record and allow people to view items that could
otherwise not be displayed publicly. Others are digital muse-
ums, which allow millions of individuals access to history
and culture they would not otherwise have.

One example is JSTOR, an Andrew W. Mellon Founda-
tion-funded project to convert the back issues of paper jour-
nals into electronic formats (JSTOR 1999). The goals of this
project are to save space in libraries, to improve access to
journal content, and to solve preservation problems associ-

that total, 1,465 titles were categorized as electronic journals;
of these, 1,002 were peer-reviewed, and 708 charge in some
manner for access. The number of peer-reviewed electronic
publications (which includes some publications not classi-
fied as journals) has increased rapidly since 1991. (See fig-
ure 9-19.) The 1999 ARL directory is expected to list more
than 3,000 peer-reviewed titles (Mogge 1999). The increase
reflects the fact that traditional print publishers are moving to
make their titles available electronically—both as electronic
versions of their paper products and as electronic supplements
or replacements for the print journal.

Electronic journals can be offered either directly by pub-
lishers or through intermediary services that aggregate the
titles from many publishers in one service (Machovec 1997).
Publishers are currently experimenting with different ways
of pricing electronic journals. Some provide separate sub-
scriptions for electronic versions that may be higher or lower
cost than the print version. Others provide the electronic ver-
sion at no charge with a subscription to the print version. Some
publishers offer free online access to selected articles from
the print version and regard the online version as advertising
for the print version (Machovec 1997). Publishers of fee-based
electronic journals generally protect their information from
unauthorized access by restricting access to certain Internet
domains (such as those of universities that have acquired a
site license) or through passwords.

Print publishers who move to electronic publishing have
found that their costs remain significant (Getz 1997). A large
proportion of the cost of most journals covers editing and
refereeing of manuscripts and general administration—which,
at least initially, remains about the same for electronic jour-
nals. In addition, there are costs associated with new infor-
mation technology and with formatting manuscripts for
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ated with storing paper volumes. High-resolution (600 dpi)
bit-mapped images of each page are linked to a text file gen-
erated with optical character recognition software to enable
searching. JSTOR does not publish current issues of the jour-
nals, which would put journal publishers’ revenue stream at
risk; instead, it publishes volumes when they are either three
or five years old, depending on the journal. JSTOR now cov-
ers more than 117 key journal titles in 15 disciplines. Access
to JSTOR is available through institutions such as university
libraries that have site licenses.

The Federal Government’s multi-agency Digital Library
Initiative (<<http://www.dli2.nsf.gov/>>) is supporting
projects at many universities around the country. These
projects are designed to improve methods of collecting, stor-
ing, and organizing information in digital forms and to make
information available for searching, retrieval, and processing
via communication networks. These projects cover a broad
range of topics in the sciences, social sciences, arts, and hu-
manities. They cover information creation, access and use,
and archiving and preservation for information as diverse as
maps, videos, scientific simulations, and medical records. That
diversity enriches the IT through these projects and the clien-
tele for electronic information. It also differentiates digital
library projects from preprint servers. The sidebar “Growth
of the World Wide Web” provides additional information on
libraries and the Web.

Effects of IT on Research
IT has had a major effect on research. It has facilitated new

methods of research and development, new forms of research
collaboration, and new fields of science. Computers have af-
fected research from their beginnings, and scientific users his-
torically have had the most advanced computing capability.
Today, advances in the underlying technology make relatively
advanced capabilities available more broadly, fueling the diffu-
sion of IT from its historical stronghold in the physical sciences
across the research community through other natural sciences,
engineering, social sciences, and the humanities.

New Research Methods
High-end computing and software have had a fundamen-

tal impact on research in many areas of science and technol-
ogy. Some areas of research—such as high-energy physics,
fluid dynamics, aeronautical engineering, and atmospheric
sciences—have long relied on high-end computing. The abil-
ity to collect, manipulate, and share massive amounts of data
has long been essential in areas such as astronomy and
geosphere and biosphere studies (Committee on Issues in the
Transborder Flow of Scientific Data 1997). As information
technologies have become increasingly powerful, they have
facilitated continued advances in these areas of science and
become increasingly vital to sciences such as biology that
historically used IT less extensively.

Shared databases have become important resources in
many fields of science and social sciences. Examples include

Census Bureau databases, data from large scientific instru-
ments such as the Hubble Space Telescope, genetic and pro-
tein databases (e.g., GenBank), and the NIH-funded human
brain project, as well as many smaller and more specialized
databases. These databases allow researchers working on dif-
ferent pieces of large problems to contribute to and benefit
from the work of other researchers and shared resources.

Modeling and simulation have become powerful comple-
ments to theory and experimentation in advancing knowledge
in many areas of science. Simulations allow researchers to
run virtual experiments that, for either physical or practical
reasons, they cannot run in reality. As computer power grows,
simulations can be made more complex, and new classes of
problems can be realistically simulated. Simulation is con-
tributing to major advances in weather and climate predic-
tion, computational biology, plasma science, high-energy
physics, cosmology, materials research, and combustion,
among other areas. Industry also uses simulations extensively
to test the crashworthiness of cars and the flight performance
of aircraft (DOE/NSF 1998) and to develop new financial
instruments (e.g., derivatives).

The performance of computers continues to improve at a
rapid rate. The Department of Energy’s Accelerated Strategic
Computing Initiative program, which uses simulation to re-
place nuclear tests, deployed the first trillion-operations-per-
second (teraops) computer in December 1996 and is planning
to operate a 100 teraops computer by 2004 (National Science
and Technology Council 1999). Researchers funded by
DARPA, NASA, and the National Security Agency (NSA)
are evaluating the feasibility of constructing a computing sys-
tem capable of a sustained rate of 1015 floating point opera-
tions per second (1 petaflop).

IT in Biology
IT is becoming increasingly important in biology.

Genomics research, including efforts to completely map the
human genome (which consists of 3 billion nucleotide base
pairs) by 2005, depends on robots to process samples and
computers to manage, store, compare, and retrieve the data
(Varmus 1998). The databases that contain gene and protein
sequence information have been growing at an enormous rate.
GenBank, NIH’s annotated collection of all publicly avail-
able DNA sequences, has been growing at an exponential rate:
The number of nucleotide base pairs in its database has been
doubling approximately every 14 months. As of August 1999,
GenBank contained approximately 3. 4 billion base pairs, from
4.6 million sequence records. These base pairs were from
50,000 species; Homo sapiens accounted for 1.8 billion of
the base pairs. (See figure 9-21.)

GenBank is part of a global collaboration; it exchanges
data daily with European and Japanese gene banks. In addi-
tion to the publicly available sequences in GenBank, private
companies are rapidly developing propriety genetic sequences.

To make use of data from the human genome project, new
computational tools are needed to determine the three-dimen-
sional atomic structure and dynamic behavior of gene prod-
ucts, as well as to dissect the roles of individual genes
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Growth of the World Wide Web

*Lawrence and Giles tested 3.6 million random Internet Protocol
(IP) addresses to see if there was a server at that address. They found
one server for every 269 requests. Because there are 4.3 billion pos-
sible IP addresses, this result led to an estimate of 16 million Web
servers. After eliminating servers that were not publicly indexable
(such as those behind firewalls or those with no content), they esti-
mated the publicly indexable Web to comprise 2.8 million servers.
Lawrence and Giles sampled 2,500 of these servers at random and
found the average number of pages per server to be 289, leading to
an estimate of 800 million Web pages. These pages averaged 18.7
kilobytes (7.3 kilobytes of text after HTML tags were removed).
Lawrence and Giles also found 62.8 images per server, with a mean
size of 15.2 kilobytes. Using a similar sampling method, the Online
Computer Library Center (OCLC 1999) estimated that there were
288 million (± 35 percent) unique, publicly accessible Web pages in
June 1999.

By comparison, the largest library in the world, the
Library of Congress, has 17 million books—equivalent
to 17 terabytes of text. The Library of Congress also has
2 million recordings, 12 million photographs, 4 million
maps, 500,000 films, and 50 million manuscripts. In all,
it has 115 million items (Library of Congress 1999). Be-
cause these other types of collection would be very large
in digital form, the collections in the Library of Con-
gress might total 3,000 terabytes (Lesk 1997a).

Thus, the amount of information in network-acces-
sible digital form is already very large and is approach-
ing the volume of text in the largest libraries. It already
exceeds the volume of text in libraries that are readily
accessible to most people. It does not yet, however, match
the total holdings of the largest libraries in sheer vol-
ume. On the other hand, the range of information avail-
able online is broader than that in most libraries, albeit
in ways that do not necessarily make it more useful—as
typical results of Web searches illustrate today. The
amount of information available online is growing
quickly and will likely grow even faster as more people
obtain higher-bandwidth Internet connections and can
more readily use the Internet for music, video, and mul-
timedia information that they generate as well as con-
sume.

Of course, there are great qualitative differences be-
tween material in libraries and material on the Web. Most
material in libraries has been judged by editors and li-
brarians to have some lasting value—it has been selected.
Much of the material on the Web has not gone through
such filters and has been generated for a wider variety
of purposes (e.g., public relations or commercial infor-
mation). In addition, for most of the material on the Web,
there is no guarantee that the information will be acces-
sible in the future. On the other hand, the Web is useful
as a source for materials such as preprints and technical
reports that may be difficult to find in libraries.

One indicator of the growth of digital information is
the growth of the World Wide Web. The volume of in-
formation on the Web has grown enormously. (See fig-
ure 9-20.) Although scholarly information is only a small
part of the Web, the amount of useful scholarly infor-
mation is still large.

Lesk (1997a) notes that a book such as Moby Dick is
approximately 1 megabyte in plain-text ASCII form, so
1 terabyte is the equivalent of 1 million substantial
books. By this measure, the amount of text on the Web
as of February 1999 was equivalent to 6 million books.

Lawrence and Giles (1999) estimate that there were
800 million pages on the publicly indexable Web as of
February 1999—corresponding to 15 terabytes in
HTML or 6 terabytes in text.* They also estimated that
3 terabytes of image data were available online. They
found that about 6 percent of Web servers have scien-
tific or educational content—defined as university, col-
lege, or research lab servers.

In addition to the World Wide Web, other online in-
formation providers such as Dialog and Lexis-Nexis
make large amounts of information available. Dialog
has approximately 9.2 terabytes and Lexis-Nexis has
approximately 5.9 terabytes (Lesk 1997a). Many uni-
versities now have access to Lexis-Nexis (Young 1998).

Figure 9-20.
Growth in number of gigabytes on the Web

NOTE:  The larger jump from 1998 to 1999 may be because Alexa 
counted actual pages it found and retrieved, whereas Lawrence and 
Giles used a sampling technique.

Science & Engineering Indicators – 2000
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SOURCES: 1996, 1997, and 1998 data from Alexa 
<<www.alexa.com/company/inthenews/webfacts.html>>; 1999 data 
from Lawrence, S., and L. Giles, "Accessibiility of Information on the 
Web," Nature 400 (July 8): 107–109.
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and the integrated function of thousands of genes. To model
the folding of a protein—a capability that would dramati-
cally aid the design of new drug therapies—takes the equiva-
lent of months of Cray T3E computer time (DOE/NSF 1998).
Researchers are also using pattern recognition and data min-
ing software to help decipher the genetic information
(Regalado 1999).

The importance of informatics for biology and medicine
is difficult to overemphasize. Many scientists expect it to revo-
lutionize biology in the coming decades, as scientists decode
genetic information and figure out how it relates to the func-
tion of organisms. As NIH director Varmus (1999) stated, “All
of biology is undergoing fundamental change as a result of
new methods that permit the isolation, amplification, and
detailed analysis of genes.” Genomic information will be used
to assess predisposition to disease, predict responses to envi-
ronmental agents and drugs, design new medicines and vac-
cines, and detect infectious agents. New areas of
biology—such as molecular epidemiology, functional
genomics, and pharmacogenetics—rely on DNA data and
benefit more generally from new, information-intensive ap-
proaches to research.

Research Collaboration
IT facilitates enhanced collaboration among scientists

and engineers. E-mail, the World Wide Web, and digital
libraries allow information to be accessed from anywhere
and let geographically separated scientists (even if they

are only a building away) work together better. Some com-
panies with laboratories around the world pass off prob-
lems from one lab to another so researchers can work on
the problems 24 hours a day.

Scientific collaboration—as measured by the increase in
the percentage of papers with multiple authors—has been
increasing steadily for decades. Much of this collaboration is
probably the result of better telephone service and air travel,
as well as the availability of fax machines and e-mail. Large-
scale scientific collaborations may be especially enabled by
new information technology. There has been a rapid increase
in the number of papers with authors from many institutions
that coincides with the rapid expansion of the Internet. (See
figure 9-22.)

More advanced technologies to aid R&D collaboration are
coming into use and are likely to migrate to broader usage in
the next few years. (See sidebar, “Collaboratories.”)

How the application of IT will affect the science and engi-
neering enterprise in the long run is not clear. Although the
potential for change is obvious, we do not know how much
and what kind of change will endure. The availability of in-
formation from anywhere may reduce the need for research-
ers to be close to major research libraries. The ability to operate
major scientific instruments over the Web may reduce the
need for scientists to be located at major laboratories. If vir-
tual laboratories can function effectively, there may be less
need to assemble large multidisciplinary teams of scientists
and engineers at a laboratory to work on complex problems
at a common location. Most scientists, however, may still want
extensive face-to-face interaction with their colleagues, and
they may want hands-on participation in experiments.

Figure 9-21.
Growth of Genbank
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Figure 9-22.
Number of papers with authors from 15 or more
countries or 15 or more U.S. institutions: 1986–97

SOURCE: CHI Research, Inc.
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IT and the Citizen
IT in the Home

The breadth of information technologies in the home is
considerable, ranging from televisions and telephones to smart
house technology, microprocessors in coffeepots, personal
computers (PCs), and the Internet.8 The trends and develop-

ments presented here focus only on home computers and
Internet linkages,9 not on the full spectrum of home
informatics or ways in which people can access the Internet
outside of the office (such as in libraries, kiosks, or Internet
cafes). In addition, the analysis concentrates on social im-
pacts that occur within the home itself, such as changes in
individuals, in family dynamics, or in household operations.

Collaboratories

In 1989, William Wulf (now president of the National
Academy of Engineering but then at the National Science
Foundation) coined the term “collaboratory” to describe
the concept of using information technologies to make geo-
graphically separate research units function as a single
laboratory. Wulf defined a “collaboratory” as a “...‘center
without walls’ in which the nation’s researchers can per-
form their research without regard to geographical
location—interacting with colleagues, accessing instru-
mentation, sharing data and computational resources, and
accessing information in digital libraries” (CSTB 1993).

In subsequent years, a number of programs began to
develop tools for collaboratories and fund pilot projects.
Among the earliest projects were:

� The NSF-sponsored Upper Atmosphere Research
Collaboratory (UARC)—now the Space Physics and
Aeronomy Research Collaboratory (SPARC)—which
allows space physics researchers around the world to
control and gather data from more than a dozen instru-
ments located around and above the globe. SPARC is
based at University of Michigan (<<http://
www.crew.umich.edu/UARC/>>); it has collaborators
from many institutions.

� The DOE-sponsored Materials MicroCharacterization
Collaboratory (<<http://tpm.amc.anl.gov/MMC>>),
which conducts research on the microstructure of ad-
vanced materials. This effort involves three DOE na-
tional laboratories, the National Institute for Standards
and Technology (NIST), the University of Illinois, and
several scientific instrument companies.

� The DOE-sponsored Diesel Combustion Collaboratory
(<<http://www.collab.ca.sandia.gov/Diesel/ui/>>), which
focuses on diesel engine emissions control and involves
three DOE national laboratories, the University of Wis-
consin, and several diesel engine manufacturers.

These collaboratories use a similar set of technologies
for collaboration, including:

� Internet-based desktop video conferencing;

� Shared access to databases and computer simulation;

� Shared virtual workspaces, such as “white boards” on
which researchers can sketch out ideas; and

� Shared electronic laboratory notebooks to capture the
details of experiments.

One of the most important aspects of collaboratories is
the ability to share scientific instruments over the Internet.
This sharing may involve many users from different sites
using a single major scientific instrument, such as a syn-
chrotron at a national laboratory, or it may involve using a
network of instruments, such as environmental sensors in
geographically separate parts of the globe.

Many of the tools developed in these and other pilot
projects are now being used in other research collaborations.*

Among the benefits of collaboratories (Ross-Flanigan
1998) are that:

� Scientists can avoid going to scientific instruments in
remote locations.

� Many more universities, scientists, and students can par-
ticipate in or observe experiments.

� By connecting computation to experiments, scientists
can better and more quickly integrate experiments and
theory. Theorists and experimentalists can work together
in real time, greatly reducing the time required to ana-
lyze experiments.

� Scientists can put together quick video conferences to
discuss the data.

� Students can participate in experimentation much ear-
lier in their careers than before.

On the other hand, virtual communication has been found
to be less successful than face-to-face communication in
building trust between researchers. In addition, as a result of
greater outside participation in the research, good research-
ers have more distractions. The early collaboratories also
found that Internet congestion, the lack of reliability of some
of the tools, and software changes slowed research.

*See, for example, <<http://www.si.umich.edu/research/projects.
htm#collabor>>; <<http://www.mcs.anl.gov/DOE2000/pilot.html>>;
<<http://doe2k.lbl.gov/doe2k/index.html>>.

8For a more extensive discussion of the diffusion and effects of information
technologies in the home, see National Science Foundation, The Applications
and Implications of Information Technologies for the Home (1999) (available
at <<http://srsweb.nsf.gov/it_site/index.htm>>); National Technical Informa-
tion Administration, Falling Through the Net: Defining the Digital Divide (1999)
(available at <<http://www.ntia.doc.gov/ntiahome/digitaldivide/>>).

9Note that there is increasing diversity in technical access to the Internet—
for example, through television (web TVTM) and telephones. Such alternative
mechanisms are not explicitly addressed in this study; most research reviewed
here assumes that Internet access is achieved through a personal computer.
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The broader social impacts of home-based computing—for
example, on culture and values, democratic participation, and
social cohesion—are not addressed; neither are the impacts
of home-based businesses that are facilitated by PCs and
Internet linkages.

Two distinct eras characterize the diffusion of home com-
puting in the United States. The first era is reflected in the
steady growth in home ownership of personal computers
throughout the 1980s (PCs were introduced commercially in
the late 1970s); the second era is reflected in the accelerating
adoption of home PCs and Internet use that began about five
years ago. As the cost of home computers dropped to less
than $1,000 and as Internet service providers shifted to flat-
rate pricing, the rate of home PC diffusion and Internet ac-
cess began to increase. In 1998, more than 42 percent of
American homes had at least one personal computer, and 26
percent of American homes were connected to the Internet
(NTIA 1999).

The growing access to home computing has not been evenly
distributed, however. People with less than a high school edu-
cation have less access to computers than people who have
completed high school and much less than people who have
completed college. (See “Use of Computers and Computer
Technology in the United States” in chapter 8, figure 8-19,
appendix tables 8-29 and 8-30.) Moreover, the National Tele-
communications and Information Administration (NTIA) has
repeatedly identified a “digital divide” in the United States,
which it defined as a home computing gap between white or
affluent Americans and those who are ethnic minorities or
poor (NTIA 1995, 1998, 1999). Although disadvantaged
groups have substantially increased their home access to com-
puters and the Internet, the gap between these groups and
white Americans is growing—at least temporarily.

Trends in PC and Internet Access
Personal computers were commercially introduced in the

late 1970s, and home Internet access became widely avail-
able to the general public around 1992–93. The earliest reli-
able data on PCs in the home are from 1984; for Internet
access, the earliest data are from 1994.10 (See figure 9-23.)
Rapid growth in home ownership of personal computers has
occurred principally since 1994. During the four-year inter-
val from 1994 to 1998, the percentage of households owning
a home computer increased by 18 percentage points—double
the 9 percentage point increase for the five-year period from
1989 to 1994 and far greater than the 7 percentage point
growth from 1984 to 1989. Internet access has expanded phe-
nomenally; the number of households connected to the Internet
has grown from 2 percent of all households in 1994 to 26
percent in 1998.

Inequities in Access. The recent rapid growth in home
adoption of IT masks considerable disparities in access to
IT by income levels, ethnic affiliation, and geographic loca-
tion. Using data from the Current Population Survey con-
ducted by the Census Bureau, the NTIA found that the
“digital divide” is worsening among Americans (NTIA 1995,
1998, 1999). From 1994 to 1998, the gap in PC ownership
between white and black or Hispanic households widened,
as did the gap between rich and poor. Although ownership
of home computers and Internet access increased in all in-
come and ethnic categories during these five years, the dis-
parity in ownership has widened. For example, in 1998, 46.6
percent of white Americans owned a home computer, com-
pared to 23.2 percent of black Americans—a gap that in-
creased by nearly 7 percentage points from 1994 (NTIA
1999). (See figure 9-24.) Notably, PC ownership is greatest
for households with residents of Asian/Pacific Island heri-
tage—55 percent of such homes own a PC.

Affluence alone does not account for these differences:
Within every income category, blacks lag whites substantially
in adopting home computers and linking to the Internet, al-
though the gap is not as large at higher income levels. The
NTIA reports that “the role of race or ethnic origin is high-
lighted when looking at similarly situated families. A white,
two-parent household earning less than $35,000 is nearly three
times as likely to have Internet access as a comparable black
household and nearly four times as likely to have Internet ac-
cess as a Hispanic household in the same income category”
(NTIA 1999). Geographic location has an impact on house-
hold PC ownership and Internet access beyond that predicted

Figure 9-23.
Percentage of U.S. households owning a home 
computer and percentage of U.S. households with 
access to the Internet

SOURCES: U.S. Census Bureau, except for 1994 data, which is from 
Clemente (1998).
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10Note that data on Internet access for households do not necessarily re-
flect constant subscription to the Internet. Households can sign up for the
Internet and then drop or even switch Internet service providers (a process
known as “churn”). As a consequence, survey data reflect “snapshots” of
households connected to the Internet at the point in time at which the survey
was administered.
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by income levels; households in rural areas are less likely to
own PCs or be connected to the Internet even when income is
held constant in statistical analyses (NTIA 1999). Certain
groups thus appear to show consistently low levels of home IT
access—particularly households that are low-income; persons
who are black, Hispanic, or American Indian; less-educated
Americans; single-female headed households; and households
located in the South, in rural areas, or in central cities.

Determinants of Home IT Adoption. The research lit-
erature on technological diffusion shows that there is a dis-
tinctive socioeconomic (income, education, occupation) “early
adoption” bias by individuals who are affluent, more highly
educated, and from higher-status occupations compared to
society as a whole.11 This pattern holds across all kinds of
household products, technologies, and innovations, and per-
sonal computers and Internet access are no exception.

Research conducted in the 1980s on home PC diffusion
found that income and other socioeconomic factors were
strong predictors of early PC adoption (Dickerson and Gen-
try 1983, McQuarrie 1989, Riccobono 1986); in a major re-
view of the literature from 1980–87 on home IT diffusion
and impacts, Dutton, Rogers, and Jun (1987) found that level
of formal education was the “single variable most consistently
associated with the adoption of computing.” Research on the
new wave of Internet access confirms the same trend in early
PC adoption. The NTIA (1995, 1998, 1999) studies discussed
above, as well as Clemente’s (1998) findings on Internet
households, substantiate the significant influence of income,
education, and occupation on home Internet use.

Demographic variables do appear to play a role in home
IT adoption behaviors. For example, Hoffman and Novak

(1998) found complex relationships among home IT access,
race, income, and levels of education. In their study, gaps in
home IT access emerged for which neither level of income
nor education could account. Hoffman and Novak found that
differences in levels of home computer ownership between
blacks and whites were statistically significant after control-
ling for level of education. In addition, Hoffman and Novak
found that income could not account for extreme disparities
between white and black students with respect to computer
ownership: 73 percent of white high school and college stu-
dents owned a home computer, whereas 33 percent of black
students owned a home computer. The NTIA studies also iden-
tify persistent differences between whites, blacks, and His-
panics that level of income and education cannot explain.

Research suggests that a few other factors are important
influences on IT adoption dynamics. Family structure (mari-
tal status of head of household, presence of children in the
household, age of the head of household), for example,
emerged in several studies as a differentiating factor for home
PC and/or Internet access (Caron, Giroux, and Douzou 1989;
Clemente 1998; Dutton, Rogers, and Jun 1987; NTIA 1998).
In general, families with children and married parents are
more likely to have personal computers or link to the Internet
than single people, couples without children, single heads of
household, or households headed by very young adults. (Note
that income could be an intervening factor for these latter
two family structures.) In addition, individuals with a posi-
tive attitude toward technology or computers are more inclined
to adopt personal computers (Dickerson and Gentry 1983;
Dutton, Rogers, and Jun 1987).

Patterns of Home IT Use
Research and data on patterns of IT usage fall into two

distinct categories: research conducted in the mid-1980s on
the use of home computers and research conducted in the
mid-1990s on Internet use. Thus, there is a substantial gap in
our understanding of how computers are used in the home.
Not only do the studies on PCs essentially reflect early us-
ers—a group of people who are known to be atypical of the
general population—but they tend to be studies that, because
of their research design, cannot be generalized to the overall
population. In addition, the software and user interfaces that
we have today were designed primarily by and for white men,
leading to more subtle psycho-cultural influences on adop-
tion patterns (CSTB 1997). As a consequence, the findings
for PC use should be regarded as suggestive (certainly not
definitive): They identify areas of potential research interest
and analytical need.

Home Use of PCs. Early adopters of home computers did
not necessarily use their machines intensively. For example,
Riccobono (1986) found that in a typical week, 40 percent of
adults did not use their computer at all. In general, many house-
holds found that they were using the PC less than expected,
and in Riccobono’s national study, 43 percent of adult com-
puter owners indicated that they used their computers much
less than they expected at the time of purchase. These find-

Figure 9-24.
U.S. household ownership of personal computers, 
by race/ethnicity: 1994 and 1998

SOURCE: NTIA (1999). Science & Engineering Indicators – 2000
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11 “Early adopters” are individuals who purchase and use new technolo-
gies when they are introduced to the marketplace. See Dickerson and Gen-
try (1983) and McQuarrie (1989) for treatments of the literature on early
adopter patterns in households.
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ings are consistent with other “underutilization” findings re-
ported in Caron, Giroux, and Douzou (1989); Dutton, Rogers,
and Jun (1987); and Giacquinta, Bauer, and Levin (1993).

These patterns of use were variable across family mem-
bers, however. In the Riccobono study, only 16–20 percent of
children in the home ages 6–17 did not use the computer at
all in a typical week, compared to 40 percent of the adults.
Although 45 percent of the parents were non-users in the
Giacquinta, Bauer, and Levin study, only 16 percent of the
children were non-users. Fathers tended to dominate use of
the computer in the home (Caron, Giroux, and Douzou 1989;
Giacquinta, Bauer, and Levin 1993), and females tended to
represent a higher proportion of non-users across all age
groups (Giacquinta, Bauer, and Levin 1993, Riccobono 1986).

Evidence regarding the dominant content of PC use (for
example, word processing, education, games, and so on) is
mixed, and the research cannot be systematically summarized
because of limited data, vastly different research designs, and
different ways of presenting questions to survey respondents.
The one theme that consistently emerges is the major role of
education in early-adopter PC use; the importance of educa-
tional uses of the computer tends to be cited more often and
in higher proportions by most studies than any other type of
application (Dutton, Rogers, and Jun 1987, OECD 1998).
Other salient uses appeared to be games, word processing,
and work-related tasks, as well as programming and learning
about the computer itself (Caron, Giroux, and Douzou 1989;
Dutton, Rogers, and Jun 1987; Giacquinta, Bauer, and Levin
1993; OECD 1998; Riccobono 1985).

Home Use of the Internet. E-mail and World Wide Web
(WWW) activity dominate home Internet use; in general, e-
mail appears to be the more important activity. Kraut,
Mukhopadhyay, et al. (1998) find from computer records that
people use e-mail more frequently than the WWW and will
use e-mail first in online sessions that include both e-mail
and WWW activity. Indeed, people who used e-mail more
than the WWW were more likely to continue using the Internet
over the course of a year than people making greater use of
the Web. Census data indicate that e-mail is used overwhelm-
ingly to communicate with family and friends: More than 90
percent of all users report using e-mail at home for this type
of communication, compared to only 33 percent (or less) who
report using e-mail for work, hobbies, or educational activi-
ties (NTIA 1999).

Use of the Web is both idiosyncratic and generalizeable.
For example, Kraut et al. (1996) find that the Web sites vis-
ited by family members in their study were unique to the in-
dividual. Of the roughly 10,000 unique addresses visited
during the study, 55 percent were accessed by only one per-
son, and less than 2 percent were visited by 20 percent or
more of the individuals in the sample (these sites tended to be
search engines and Web portals).

Usage is nonetheless patterned by broad categories. For
example, in terms of general information searches, the Ameri-
can Internet User Survey reveals that health and medicine are
the most popular Internet subjects. Thirty-six percent of all
users and 47 percent of women report exploring this subject;

other major areas of interest include entertainment, music,
parenting/children, and lifestyles subjects.12 NTIA (1999)
finds distinctive patterns of Internet use in terms of the pur-
pose for using the Internet at home. In general, individuals
with higher income and higher education levels are far more
likely to use the Internet for work-related activity, whereas
minorities and unemployed individuals are enthusiastic users
of the Internet for employment searches and taking educa-
tional courses.

Research and Findings on Effects of IT on the
Home

Three categories of impact research are addressed here:
time displacement studies, the impacts of teleworking on the
home, and psychological well-being. The limited research on
the impacts of IT shows this technology to be a bit of a mixed
blessing: Although IT has the potential to improve the quality
of life of the home and the individuals within it, IT also has
the potential to be abused or lead to harmful consequences.

Time Displacement Studies. Time displacement studies
assess the degree to which the introduction of a new technol-
ogy in a household affects patterns of time use and alloca-
tion. Such studies have been carried out with respect to
vacuum cleaners, automobiles, televisions, and microwave
ovens, among other technologies. Three time displacement
studies have been conducted with respect to home comput-
ing. Two focus on the impacts of home computing and the
Internet on use of traditional news media (newspapers, TV,
radio, books, and magazines); the other explores how indi-
viduals reallocate their time once home computers are brought
into the household.

Robinson, Barth, and Kohut (1997) analyzed data from
the Pew Research Center for the People and the Press on IT
in the home. Curious about whether use of the Internet and
home computers displaces use of traditional news media, the
authors analyzed 1994 and 1995 survey data that reflect when
and how often individuals use different kinds of media. Al-
though they found a variety of correlations, few were statisti-
cally significant, of meaningful magnitude, or represented a
clear pattern that could not be accounted for by socioeco-
nomic factors. In general, however, the authors found that IT
use in the home was associated with an increased use of tra-
ditional news media, not a decrease. Although they conclude
that IT may therefore be media enhancing, home IT users
also may be generally more “news seeking” than non-IT us-
ers.

Clemente (1998) analyzed data from the American Internet
User Survey conducted by Cyber Dialogue and found pat-
terns of media displacement that tend to support the Robinson,
Barth, and Kohut findings. Clemente found that about one-
third of all Internet user households reported that they watched
less TV, although this displacement tended to be slightly higher
for recent adopters than those who had been using the Internet

12Data from the American Internet User Survey (<<http://
www.cyberdialogue.com/free_data/index.html>>), accessed August 19, 1999.
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for a year or more. The number of households that had been
using the Internet for more than one year that reported de-
clines in reading of newspapers, books, or magazines and lis-
tening to the radio ranged from 10 to 13 percent.

Vitalari, Venkatesh, and Gronhaug (1985) cast a broader
eye on the time allocation impacts of home computing. In a
study of 282 members of computer clubs in Orange County,
California, the authors assessed the impact of computing on
10 household activities: watching TV, reading, leisure time
spent with family, leisure time spent with friends, outdoor
recreation, sports, hobbies, sleeping, time spent alone, and
studying/doing homework. Notably, 96 percent of the respon-
dents were men; this gender bias, as well as other factors (the
majority of respondents had previous experience with com-
puters and worked in technical professions) make this a par-
ticularly nonrepresentative group of respondents.13

Nonetheless, the authors detected major time reallocation
patterns; major shifts (e.g., more than 20 percent of the re-
spondents reported the change) were detected with respect to
decreased television watching, outdoor recreation, hobbies
and sleeping, and major increases in time spent alone and
studying were observed. (Note that these latter two activities
are not mutually exclusive.) The greatest shifts in time allo-
cation patterns were reported in families with children—sug-
gesting that such households are particularly sensitive to the
introduction and presence of a computer.

IT, Work, and the Home. Teleworking has long been hailed
as one of the major social benefits of IT. By enabling individu-
als to stay home and work—whether by telecommuting to a
parent office or establishing a home-based business—the relo-
cation of work to the home is believed to offer multiple advan-

tages to individuals and families. Flexible work hours, lower
household costs, less stress from family—work conflicts, re-
duced commuting times, and so on are believed to be impor-
tant payoffs to computer-based work at home.

The vast majority of research on teleworking addresses
the economic benefits of these arrangements to parent com-
panies. Traditional research on the impacts of telework fo-
cuses on such factors such as productivity, job satisfaction,
work attitudes, job stress, overwork, and employee turnover.
Little research has been conducted on teleworking in which
the impact on home and family life are the focus. Habib and
Cornford (1996) reviewed the research related to telework
impacts on the home and identified key areas of concern: the
effect on rules, norms, and roles in the household; the blur-
ring of spatial boundaries between home and office; and the
disruption of time patterns in family routines. Gurstein’s
(1991) research on 45 home workers echoes these concerns.
Her research indicates that IT home workers express guilt
over neglecting their families, discomfort with the loss of their
home as a “refuge” from work, and a sense of isolation and
being devalued by their office colleagues. Gurstein wonders
exactly what flexibility advantages are created by telework
and concludes that home-based computer work “results in
role conflicts, inadequate workspaces, the blurring of the work/
leisure time division, and the tendency for ‘overwork’ to oc-
cur” (Gurstein 1991, 177).

In contrast, Riley and McCloskey (1996) found that lim-
ited use of teleworking arrangements may have positive home
impacts. Reporting on a pilot program in which GTE Corpo-
ration allowed managerial employees to work at home one
day a week for six months, the authors found that “of the 120
participants in the telecommuting pilot study, 75 percent re-
ported increased feelings of satisfaction with their home life,
[and] 44 percent reported having more quality time with the
family” (Riley and McCloskey 1996, 87).

IT and Disabilities

Information technologies have the potential to improve
the lives of people with disabilities. IT can make work
from home more viable for people with limited mobility,
turn written material into spoken language for visually im-
paired people, and turn speech into text for hearing-im-
paired people.

Information technologies do not automatically provide
benefits to the disabled, however. Unless they are designed
carefully, they can create new barriers. Web sites, for ex-
ample, frequently convey information in a visual form that
is inaccessible for people who are visually impaired.

The World Wide Web Consortium, a standards-setting
organization for the World Wide Web, has developed guide-
lines to make Web sites more accessible (<<http://
www.w3.org/TR/WAI-WEBCONTENT/>>). Among the
guidelines are the following:

� There should be text equivalents for all nontext ele-
ments, including images, animations, audio, and video.

� There should be text summaries of graphs and charts.

� All information conveyed with color should also be
available without color.

� The clearest and simplest language appropriate for a
site’s content should be used.

The Center for Applied Special Technology (<<http://
www.cast.org>>) provides a free Web-based tool to analyze
Web pages for their degree of accessibility to people with
disabilities. Within the U.S. government, the Center for IT
Accommodation (CITA; <<http://www.itpolicy.gsa.gov/cita/
>>) in the General Services Administration’s Office of Pro-
curement Policy works to improve the accessibility of infor-
mation technology.

13In addition, because this study was most likely conducted in 1984, re-
spondents are also “early adopters” of home computers. As others have shown
(e.g., Dutton, Rogers, and Jun 1987), early adopters of home computers are
atypical of the general population in a variety of ways.
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These telework studies generally predate widespread ac-
cess to the World Wide Web and major changes in distributed
work arrangements in the private sector. As a consequence,
they may not reflect the variety of household impacts that
come from less insulated and “closed” work systems. None-
theless, these studies are suggestive of a common theme in
the theoretical and philosophical literature on IT—namely,
the omnipresent duality of IT impacts. On one hand,
teleworking can enhance people’s ability to better balance
work and family needs and reduce personal stress. On the
other hand, home-based IT work can disrupt crucial family
dynamics (roles, interpersonal relationships, and the sense of
home as sanctuary) and create psychological isolation and
low self-esteem. The extremely limited research described here
suggests that there may be threshold effects associated with
telework: The degree and intensity of telework’s presence in
the home may be damaging rather than telework per se.

Psychological Well-Being. As with so many other poten-
tial impacts of IT in the home, the influence of computing on
the psychological well-being of individuals can be beneficial
or harmful. Greater connectedness to a community, ease of
communication with family and friends, and improved ac-
cess to information can enhance self worth, feelings of satis-
faction, a sense of community and kinship, and personal
empowerment. Scholars express equal concern, however, for
the dark side of computing: isolation; growing social insular-
ity; and increasingly, “Internet addiction.” A body of psycho-
behavioral work exists with respect to computer-human
interactions and computer-mediated communication; three
empirical studies stand out, however, with respect to the
psycho-behavioral impacts of Internet use. These studies re-
late to Internet addiction, social integration, and loneliness
and depression.

Although the existence of Internet addiction as a clinical
disorder remains in dispute, some professionals unequivo-
cally assert that it is a real phenomenon.14 Egger and
Rauterberg (1996) explored whether heavy use of the Internet
reflects addictive behavior; data were obtained from an online
survey posted and advertised on the World Wide Web. Roughly
450 valid survey responses were received, largely from Swiss
and American respondents.15 Although the findings of the
survey cannot be generalized outside the sample, the key find-
ings are suggestive for future research. First, 10 percent of
respondents perceived themselves as addicted to or depen-
dent on the Internet, and objective measures of addiction, on
the whole, were statistically significant for this group. Sec-
ond, this small group of “Internet addicts” represented all
walks of life. There were no statistically significant demo-
graphic differences between people who were considered
Internet addicts and those who were not—this group was not
differentiable by gender, age, nationality, or living situation.

Concerns that Internet users may be socially withdrawn
from their communities are not substantiated in research re-

ported by Katz and Aspden (1997). They found that after con-
trolling for demographic differences between groups (age,
gender, education, race, and income), there were no statisti-
cally significant differences in the degree to which Internet
users were members of religious, leisure, or community or-
ganizations compared to non-users. In addition, Katz and
Aspden found that the vast majority of Internet users (whether
recent or long-term) reported no change in the amount of time
spent with family and friends on the phone or through face-
to-face contact. Interestingly, the data indicate that long-term
Internet users belong to more community organizations than
any other group (non-users, former users, and so forth).

In contrast, Kraut, Lundmark, et al. (1998) found evidence
that greater use of the Internet was associated not only with
increased social disconnectedness but with loneliness and
depression as well. Using data from the HomeNet study, the
authors found that greater use of the Internet was associated
with “small but statistically significant declines” in social
integration as reflected by family communication and the size
of the individual’s social network, self-reported loneliness,
and increased depression. These correlations held even after
the authors controlled for initial states of loneliness, social
involvement, Internet use, depression, stress, and so forth.
Although the authors’ claim that their methods and findings
indicate a causal relationship between increased Internet us-
age, declining social involvement, and worsening psychologi-
cal states is an overstatement, the findings nonetheless show
important statistical associations.16

IT at Home: Summary
Twenty years after the advent of the personal computer,

we have a relatively clear picture of who has access to home
computers and, more recently, the Internet. Patterns of IT dif-
fusion and adoption clearly suggest that IT is still a resource
acquired to a greater extent by more affluent and well-edu-
cated Americans. Although PCs have been diffusing rapidly
in recent years, they have yet to make substantial inroads into
poor and minority households, and research on PC and Internet
adoption behaviors indicates that socioeconomic and demo-
graphic factors continue to be the primary predictors of home
IT access. Very simply, income allows families to hurdle
affordability barriers to adoption, and well-educated individu-
als are more likely to be aware of and appreciate the ways IT
can be used in the home.

The picture is less clear with respect to usage patterns.
The early adoption research suggests that the primary uses of
home computing are for education, play, work, and basic word
processing; findings generally suggest that children tend to
use home PCs more often and for longer periods than adults.
Sizeable proportions of early adopters found that they used
the computer less than they initially expected.

14See, for example, Kimberly S. Young, Caught in the Net (NY: John Wiley
and Sons, 1998).

15The authors were from Switzerland, so most of the respondents were
Swiss. The survey was posted in English and German, however.

16The models do not account for environmental conditions known to trig-
ger social withdrawal and depression (such as loss of a job or marital con-
flict). Thus, they do not allow for intervening environmental variables or the
possibility that greater Internet use could be a consequence of depression,
loneliness, and social withdrawal caused by other factors.
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Recent research on Internet use reinforces some of the
impressions generated by the early computing studies: Chil-
dren and male teenagers still tend to be the heaviest users of
IT. The Internet has made a new form of interpersonal com-
munication available to households, and several analyses sug-
gest that e-mail and personal communication drive Internet
use by individuals and households. Specific informational
content derived from the World Wide Web is unique to each
individual’s interests and needs, although broad patterns of
information use are emerging. Americans most often seek
information related to health and leisure; affluent and edu-
cated individuals also use the Internet for work, whereas so-
cioeconomically disadvantaged groups use the Internet to seek
jobs and to take classes.

What we do not know about impacts is substantial. How
do families and individuals use information gained from
the World Wide Web, and with what consequence? What
are the outcomes of the growing role of e-mail in some
families’ lives? Are families with e-mail any better off than
families without e-mail? How does the presence of home
computing affect family dynamics and relationships? Does
it diminish or enhance quality of life, and under what cir-
cumstances? Are there pathologies associated with exten-
sive Internet use? How does computer-based work at home
affect the nature of the home itself?

Least understood is whether the socioeconomic inequities
that exist in access to home information technologies matter,
and how. The implicit assumption is that the absence of IT in
the home perpetuates social and economic disadvantages.
Childers (1975) creates a vivid portrait of how minorities, the
underclass, and other groups in the United States tend to have
fewer lines of access to information and less effective infor-
mation networks than the rest of society. On the other hand, if
the effects of computers on the home are mixed, the lack of
home computers may not be as critical.

Information Technology, Government,
and Citizens

Like businesses, government agencies have used IT in
management information systems and in research for decades.
With the advent of the Internet and especially the World Wide
Web, however, IT has become a major means of communi-
cating with citizens and stakeholders.

IT influences government in a variety of ways. The Internet
is a very effective way to disseminate government-related in-
formation. Government agencies are placing information
about their policies and programs, as well as information that
they have developed or supported, on the Web. Examples of
U.S. government information resources include STAT-USA
(<<http://www.stat-usa.gov>>)—a service of the U.S. Depart-
ment of Commerce that provides business, economic and trade
related Federal Government information—and NSF’s science
statistics (<<http://www.nsf.gov/sbe/srs/stats.htm>>), includ-
ing this volume. The National Technical Information Service
(NTIS), which has been the distribution channel for govern-
ment-sponsored technical reports, recently decided to close

because agencies are offering their publications directly to
the public over the Internet (for no charge). States and local
governments are also using the Web to make information
readily available to the public.

The Internet is also affecting political processes in the
U.S. and around the world. Political candidates are estab-
lishing Web sites to communicate with voters, solicit funds,
and organize volunteers. Interest groups are using e-mail and
Web sites to organize and express their views. In some cases,
groups that would be very difficult to organize through tra-
ditional means—such as scientists or engineers in different
parts of the country—can be mobilized through e-mail to
express their views to the Congress on a timely issue. Other
groups are experimenting with Internet voting. For example,
the U.S. military is exploring using the Internet to provide a
new mode of absentee voting for its overseas personnel.

Overseas, the Internet is providing a way around govern-
ment controls on information. If a country allows its citizens
to have access to the Internet, it is very difficult to prevent
them from using it to gain access to information. For ex-
ample, although China controls Internet service providers
and blocks access to many Web sites, overseas Chinese send
news via e-mail to large numbers of e-mail addresses, ob-
tained from public lists, in China (Plafker 1998). The people
who receive the e-mail can honestly tell authorities that they
did not request the information.

As in the United States, governments around the world
are using the World Wide Web to communicate with their
constituencies. The Cyberspace Policy Research Group at
the University of Arizona analyzes worldwide government
use of the Web. Group members scan the Web for new agency
sites, record the URLs, and analyze Web operations accord-
ing to indices of transparency, interactivity, and openness.
(See figure 9-25.)

The transparency index measures the information an
agency provides about itself and is based on measures of:

� how involved the agency is with the site;

� how easily the Web site visitor can contact people in the
organization;

� how well information is provided about an organization’s
operations and relationships with other organizations;

� the extent to which the Web site helps citizens comply
with regulations or take advantage of government pro-
grams, such as by making forms available; and

� how current an agency’s information is.

The interactivity index measures the convenience with
which information can be accessed. If information is theo-
retically available but practically difficult to obtain, the or-
ganization scores poorly on interactivity.

The size of each bubble in figure 9-25 indicates the num-
ber of top-level government agencies with Web sites for that
country. The vertical axis shows the country’s rating on
interactivity, and the horizontal axis shows its rating on trans-
parency. Countries in the upper right quadrants can be consid-
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ered to use the Web to enhance the openness of government to
a greater extent than countries in the lower left quadrant. A
large number of national governments use the Web extensively.
Almost 40 countries had Web sites for 70 percent or more of
their agencies in 1998, and 17 countries had Web sites for all
of their top-level agencies. (See appendix table 9-9.) There is
also substantial variation in the measured transparency and
interactivity of the countries, suggesting that countries vary
in the extent to which they are currently taking advantage of
the Web to interact with their citizens.

Conclusion
IT is having substantial effects on many domains of soci-

ety, including the economy, education, research, and the
home. In most areas, however, the effects of IT—and the
choices that can be made to influence the effects—are not
well understood. Moreover, significant new technologies are
changing the nature of the effects as they are being re-
searched. There is a large agenda for future research.

NSF sponsored a National Research Council (NRC) study
of research needed on the economic and social effects of IT
(CSTB 1998). Although the NRC panel did not attempt to
provide a comprehensive research agenda, it highlighted an
illustrative set of promising areas for research:
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Figure 9-25.
Openness and its components: transparency, interactivity, and number of ministries
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See appendix table 9-9.

� Interdisciplinary studies of information indicators. In-
terdisciplinary study could help to identify and define a
set of broadly accepted measures of access to, and the use
and effect of, information and IT. (See sidebar, “Potential
Information Technology Indices.”)

� Effects of IT on labor market structure. To facilitate
informed decisions on issues such as how to respond to
increasing wage inequality, it is important to understand
how and to what extent the use of computers might affect
wage distribution.

� IT, productivity, and its relationship to work practices
and organizational structures. Much evidence suggests
that IT’s effect on productivity depends on how it is used
in organizations. Compilation of work that has already been
done in this area is needed. Continued research also could
illuminate how to better quantify the economic inputs and
outputs associated with use of computers.

� Intellectual property issues. Policymakers considering
revisions to intellectual property law or international agree-
ments, as well as firms evaluating possible approaches to
protecting intellectual property, would benefit from con-
tinued theoretical and empirical research.
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� Social issues addressed at the protocol level. Widespread
use of the Internet has far-reaching effects on intellectual
property rights, privacy protection, and data filtering. Ex-
ploring how these concerns might be addressed at the pro-
tocol level—through policies, rules, and conventions for
the exchange and use of information—could be a promis-
ing approach to addressing issues arising from the use of
new computer and communications technology. Examples
include the Platform for Internet Content Selection
(PICS)—which implements a set of protocols for rating
Web sites—and P3P, a project for specifying privacy prac-
tices.

The NRC panel also identified ways to improve the data
needed to study the economic and social effects of IT, such as
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italicized f or t, refer to pages on which a figure or text table, respectively, appears in Volume 1.
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federal funding for, basic research, 1980-2000, AT2.24
federal obligations for

applied research, 1985-1999, AT2.48
basic research, 1985-1999, AT2.47

teaching assistantships in, AT6.35, AT6.36, AT6.38–AT6.40
traineeships in, AT6.35, AT6.36, AT6.38–AT6.40

Agricultural scientists
employment sector, AT3.6
employment status, AT3.5
foreign-born, 3.26t
number of, AT3.28
occupation status, AT3.2–AT3.5
salaries, AT3.7

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

Agriculture, Department of (USDA)
competitive research program at, budget of, 6.14t
laboratory campuses of, AT2.42
R&D appropriations, 1952, 1.7t
R&D obligations of, 2.13, 2.15t

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
for academic R&D, 6.2, 6.12, 6.13f, AT6.8, AT6.9

by field, 6.12, AT6.10, AT6.11
by character of work, 2.32f
by field of science, AT2.46
for intramural performance, 1980-1999, AT2.39
in life sciences, 1985-1997, AT2.50
by performer, AT2.38

R&D plant obligations, 1967-1999, AT2.33–AT2.36
R&D support by, prewar, 1.9
research assistantships, 6.37–6.38, 6.39f, AT6.44–AT6.46
research obligations of

applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
development, 1970-1999, AT2.31, AT2.32

Small Business Innovation Research awards, 1983-1997, AT2.44
AID. See Agency for International Development
Aircraft and missiles

R&D expenditures
1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance
federal funds for, 2.16, 2.18f, AT2.55
non-federal funds for, 1985-1997, AT2.54

Alabama
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Alaska
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Alaskan natives
in academic doctoral S&E workforce, 6.23
associate’s degrees by, 4.28, 4.28f, AT4.34
bachelor’s degrees by, 4.28f, 4.29, 4.29f, AT4.35

by institution type, AT4.5
participation rate by, 4.30, 4.30t

doctoral degrees by, 4.32, 4.35t, AT4.39
graduate students

debt owed by, 6.40, 6.40t–6.41t
enrollment, AT4.22
support for, 6.32, 6.33

master’s degrees by, 4.32, 4.33f, AT4.38
precollege students

mathematics coursework, 5.4, 5.24, 5.25, 5.26t, 5.28f, AT5.24
science coursework, 5.4, 5.24, 5.24t, 5.27f, AT5.24

in S&E workforce, AT3.19
undergraduate enrollment, AT4.32

Albania
education in, higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

Web site prevalence of government agencies, 9.41f, AT9.9
Alder, Kurt, AT1.1
Alfven, Hannes, AT1.1
Algebra, high-school students taking, 4.12t
Algeria

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Allais, Maurice, AT1.1
Allegheny University of the Health Sciences

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Allen, Paul, 9.9
Alliedsignal Incorporated, R&D expenditures of, AT2.58
Altman, Sidney, AT1.1
Alvarez, Luis W., AT1.1
American Association for the Advancement of Science (AAAS), 5.7
American Chemical Society, 5.7
American Home Products Corporation, R&D expenditures of, 2.26t, AT2.58
American Indians. See Native Americans
American Institute of Biological Sciences, 5.7
American Internet User Survey, 9.37
Americas, education in, doctoral S&E degrees in, 4.22–4.23, 4.22f, AT4.27.

See also North America; South America; specific country
Ames Laboratory, AT2.41
Amgen Incorporated, R&D expenditures of, AT2.58
Amp Incorporated, R&D expenditures of, AT2.58
Analog Devices, R&D expenditures of, AT2.58
Analysis/precalculus, high-school students taking, 4.12t
Anderson, Philip W., AT1.1
Andorra, Web site prevalence of government agencies, AT9.9
Angola, Web site prevalence of government agencies, 9.41f, AT9.9
Anguilla, Web site prevalence of government agencies, 9.41f, AT9.9
Anthropologists

employment sector, AT3.6
employment status, AT3.5
foreign-born, 3.26t
occupation status, AT3.2–AT3.5
salaries, AT3.7

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.18, 3.19t
sex comparisons, AT3.8
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Anthropology
degrees in

bachelor’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral
recent recipients

happiness with field of study, 3.20t
salaries, 3.18, 3.19t
tenure-track positions, 3.17
unemployment and out-of-field employment, 3.16t

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.18, 3.19t
sex comparisons, AT3.8

master’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

federal R&D obligations for
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

federal support of R&D, AT6.10, AT6.11
individuals with highest degree in, and research & development, AT3.27
research assistantships in, AT6.35, AT6.36, AT6.41–AT6.43, AT6.45,

AT6.46
Antigua, Web site prevalence of government agencies, AT9.9
Appalachian Regional Commission, R&D obligations of, by field of science,

AT2.46
Apple Computer Incorporated, R&D expenditures of, AT2.58
Apple Corporation, 9.9

Classrooms of Tomorrow project, 9.25
Applied Materials Incorporated, R&D expenditures of, AT2.58
Applied research. See Research, applied
Arabidopsis project, 1.28
Arber, Werner, AT1.1
Argentina

education in, higher
doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
graduate reform in, 4.24–4.25
S&E degree holders from, AT3.23

inventors in, US patents granted to, 1963-1998, AT7.12
R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

in S&T agreements with US, 2.55t
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Argonne National Laboratory, AT2.41
Arizona

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Arizona State University, patents awarded to, AT6.67
Arkansas

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Armenia
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57

international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, AT6.60, AT6.61

Web site prevalence of government agencies, AT9.9
ARPANET, 9.9–9.10
Arrow, Kenneth J., AT1.1
Arroyo Center, AT2.41
Asia. See also specific country

computer imports from, 7.13
education in, higher

doctoral degrees in, 4.23–4.24, 4.23f, 4.24f, AT4.27, AT4.29–AT4.31
emphasis on S&E in, AT4.20
first university S&E degrees in, 4.16–4.17, 4.17f, AT4.18
graduate reform in, 4.24–4.25
participation rates of women in, 4.30–4.31, 4.31f, AT4.36, AT4.37
S&E degree holders from, 3.26, 3.26f
trends in, 4.17–4.18, 4.17f, 4.18t, AT4.19

electronics exports from, 7.13
faculty from, in US universities, AT4.46, AT4.47
high-technology industry in, global share of, 7.8
as R&D base, for US, 2.62t
R&D performance in, by majority-owned affiliates of US parent

companies, AT2.69
scientific and technical literature

article outputs, 6.46, 6.46f, AT6.56
by field, 6.47f, 6.48, AT6.55, AT6.58
and gross domestic product, AT6.57
internationally coauthored, 6.49, 6.49f, 6.50, 6.50t, 6.52f

in S&T agreements with US, 2.55t
technology development in, 7.3
telecommunications imports from, 7.13
US trade with, in high-technology products

1990-1998, AT7.6
as export market for US products, 7.13–7.14, 7.14f
imports to US market, 7.14, 7.15f

Asian Americans
in academic doctoral S&E workforce, 6.23, 6.24, 6.24f, AT6.23

recent degree recipients, 6.26, AT6.26
associate’s degrees by, AT4.34
bachelor’s degrees by, 4.29, 4.29f, AT4.35
doctoral degrees by, 4.32, 4.35t, AT4.39
graduate students

debt owed by, 6.40, 6.40t–6.41t
enrollment of, 4.20, AT4.22
support for, 6.32, 6.33

master’s degrees by, 4.32, 4.33f, AT4.38
participation rate of, 4.30, 4.30t
precollege students

math and science preparation by, 4.12–4.13, AT4.10, AT4.11
mathematics coursework of, 5.24, 5.25, 5.26t, 5.28f, AT5.24
science coursework of, 5.24, 5.24t, 5.27f, AT5.23

in S&E workforce, 3.12, AT3.10, AT3.13, AT3.14
age distribution of, AT3.19
employment sectors, 3.13, AT3.15
highest degree level, 3.13
salaries, 3.13, AT3.16, AT3.17

undergraduate
engineering enrollment of, 4.26, 4.26f, AT4.33
enrollment of, 4.26, AT4.32
intentions to major in S&E, 4.11, 4.12f, AT4.8, AT4.9

Association of University Technology Managers (AUTM), 6.57
Astrology

belief in
and education level, 8.2, 8.32
percentage of US adults, 8.31–8.32
sex comparisons, 8.32

frequency of reading, by sex and education level and attentiveness,
AT8.39

public perception of, 8.32f
by sex and education level and attentiveness, AT8.38

Astronomers
employment sector, AT3.6
employment status, AT3.5
foreign-born, 3.26t
number of, AT3.28
occupation status, AT3.2–AT3.5
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salaries, AT3.7
sex comparisons, AT3.8

Astronomy
academic R&D

equipment, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16

federal support of, 6.12, AT6.5, AT6.6, AT6.10, AT6.11
advances in, 1.28
doctoral degrees in

baccalaureate origins of, AT4.6
recent recipients of

salaries of, 3.19t
unemployment and out-of-field employment of, 3.16t, 3.17

federal R&D obligations for
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

individuals with highest degree in, and research & development, AT3.27
new instruments in, 1.29
research assistantships in, AT6.35, AT6.36, AT6.41–AT6.43, AT6.45,

AT6.46
“As We May Think” (Bush), 9.6, 9.8
Asynchronous learning, 9.26
Atmospheric sciences

academic R&D
equipment, AT6.16

federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16
for facilities, AT6.14, AT6.15

facilities, 6.17, AT6.13
expected costs of deferred, AT6.15
expenditures, AT6.14

federal support of, 6.2, 6.10, 6.11, 6.11f, AT6.5, AT6.6, AT6.10,
AT6.11

degrees in
bachelor’s

1966-1996, AT4.17
to women, 4.28, 4.28t

doctoral
baccalaureate origins of, AT4.6
trends in, AT4.25

master’s, trends in, AT4.23
literature, international articles, 6.47f
R&D in

budget appropriations for, international comparison of, AT2.66
federal obligations for

for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

research assistantships in, 6.35, AT6.35, AT6.36, AT6.41–AT6.43,
AT6.45, AT6.46

Atmospheric scientists, number of, AT3.28
ATMs. See Automated teller machines
Atomic Energy Commission (AEC)

creation of, 1.5, 1.19, 1.24
OSRD system and, 1.10
R&D appropriations, 1952, 1.7t

ATOSS. See Attitude Toward Organized Science Scale
ATP. See Advanced Technology Program
AT&T Corporation, R&D expenditures of, AT2.58
Attitude Toward Organized Science Scale (ATOSS), AT8.13

by sex and education level and attentiveness, AT8.13
Auburn University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Auctions, online, 9.12
Audiovisual equipment, R&D performance and, 7.17, 7.19, 7.19f
Australia

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

Internet hosts per 1000 inhabitants, 9.14f

inventors in, US patents granted to, 1963-1998, AT7.12
PC penetration in households, 9.13f
precollege studies

mathematics proficiency, 5.19f, 5.20f, 5.21f, 5.22f, AT5.14, AT5.16–
AT5.19

physics proficiency, 5.22f, AT5.18
science proficiency, 5.19f, 5.20f, 5.21f, AT5.13, AT5.15, AT5.17,

AT5.19
as R&D base, for US, 2.61, 2.62t
R&D/GDP ratio in, 2.46t
R&D performance in, by majority-owned affiliates of US parent

companies, AT2.69
R&D spending in, 2.41
scientific and technical literature

article outputs, 6.46f, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

in S&T agreements with US, 2.55t
Web site prevalence of government agencies, AT9.9

Austria
education in, higher

doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
S&E degree holders from, AT3.23

GDP in, 1960-1995, AT7.1
GDP per capita in, 1960-1996, AT7.2
GDP per employed person, 1960-1996, AT7.3
Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12
PCs per 100 white-collar workers, 9.13f
precollege studies

calculators and, 5.32t
mathematics proficiency, 5.19, 5.19f, 5.20f, 5.21f, 5.22f, AT5.14,

AT5.16–AT5.19
physics proficiency, 5.22f, AT5.18
science proficiency, 5.19f, 5.20f, 5.21f, AT5.13, AT5.15, AT5.17,

AT5.19
R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

AUTM. See Association of University Technology Managers
Automated teller machines (ATMs), 9.5

cost of transactions using, 9.17
volume of electronic funds transferred by, 9.12, 9.17, 9.18f

Automatic Data Processing, R&D expenditures of, AT2.58
Automation, factory, public assessment of impact of, AT8.14
Automotive industry, foreign-owned R&D facilities in US, 2.66t. See also

Motor vehicles
Axelrod, Julius, AT1.1
Azerbaijan, Web site prevalence of government agencies, 9.41f, AT9.9

Bachelor’s degrees. See Degrees, bachelor’s
Bahamas, Web site prevalence of government agencies, AT9.9
Bahrain, Web site prevalence of government agencies, 9.41f, AT9.9
Balanced Budget and Emergency Deficit Control Act of 1985, and federal

R&D budget, 2.10
Baltimore, David, AT1.1
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Bangladesh
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62

S&E degree holders from, AT3.23
Web site prevalence of government agencies, 9.41f, AT9.9

Banking industry
and ATMs, 9.5

cost of transactions, 9.17
volume of transfers, 9.12, 9.17, 9.18f

information technologies and, 9.17
Barbados, Web site prevalence of government agencies, AT9.9
Bardeen, John, AT1.1
Barton, Sir Derek H. R., AT1.1
BASIC computer language, development of, 9.9
Basic research. See Research, basic
Basov, Nicolay Gennadiyevich, AT1.1
Baxter International Incorporated, R&D expenditures of, AT2.58
Bayh-Dole University and Small Business Patents Act (1980), 6.56
Baylor College of Medicine

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Bay Networks Incorporated, R&D expenditures of, AT2.58
BEA. See Bureau of Economic Analysis
Beadle, George Wells, AT1.1
Becker, Gary S., AT1.1
Bednorz, J. Georg, AT1.1
Békésy, Georg von, AT1.1
Belarus

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Belgium

education in, higher
doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

GDP in, 1960-1995, AT7.1
GDP per capita in, 1960-1996, AT7.2
GDP per employed person, 1960-1996, AT7.3
international strategic alliances in, 2.57
Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12
PCs per 100 white-collar workers, 9.13f
precollege studies

mathematics proficiency, 5.20f, AT5.16, AT5.19
science proficiency, 5.20f, AT5.15, AT5.19

as R&D base, for US, 2.62t
R&D/GDP ratio in, 2.46t
R&D performance in, by majority-owned affiliates of US parent

companies, AT2.69
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

US trade with, in high-technology products
1990-1998, AT7.6
export market for US goods, 7.14, 7.14f

Web site prevalence of government agencies, 9.41f, AT9.9
Belize, Web site prevalence of government agencies, 9.41f, AT9.9
Benacerraf, Baruj, AT1.1

Benchmark levels of NAEP, 5.12, 5.17
mathematics

by age, 1978-1996, 5.14f, AT5.9–AT5.11
racial/ethnic comparisons, 5.16f, AT5.9–AT5.11
sex comparisons, 5.15t, AT5.9–AT5.11

science
by age, 1977-1996, 5.13f, AT5.6–AT5.8
racial/ethnic comparisons, 5.16f, AT5.6–AT5.8
sex comparisons, 5.15t, AT5.6–AT5.8

Benin, Web site prevalence of government agencies, AT9.9
Berg, Paul, AT1.1
Bergstrom, Sune K., AT1.1
Berkowitz, Joseph, 1.30–1.31
Bethe, Hans Albrecht, AT1.1
Bhutan, Web site prevalence of government agencies, AT9.9
Binnig, Gerd, AT1.1
Bioengineering, R&D expenditures, 1985-1997, AT2.50
Biological sciences/biology

academic R&D
equipment, 6.19f, AT6.16

federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16
for facilities, AT6.14, AT6.15

facilities, 6.15, 6.16f, 6.17, 6.17t, 6.18, 6.18t, AT6.13
expected costs of deferred, AT6.15
expenditures, AT6.14

federal support, 6.10, 6.11, 6.11f, AT6.5, AT6.6, AT6.10, AT6.11
information technologies and, 9.31, 9.33

advances in, 1.28
degrees in

in Asia, 4.17–4.18, 4.18t
bachelor’s

happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

trends in, 4.15–4.16, 4.15f, AT4.17
to women, 4.28, 4.28t

doctoral
baccalaureate origins of, AT4.6
recent recipients

happiness with field of study, 3.20t
postdoctoral appointments, 3.20, 3.21t
salaries, 3.18, 3.19t
tenure-track programs, 3.18
unemployment and out-of-field employment, 3.16t

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.18, 3.19t
sex comparisons, AT3.8

trends in, 4.21, 4.22f, AT4.24, AT4.25
master’s, 4.20, 4.21f, AT4.23

happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

to women, 4.31–4.32
federal R&D obligations for

for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

fellowships in, AT6.35, AT6.36, AT6.38–AT6.40
high-school students taking, 4.12t, AT4.10
individuals with highest degree in, and research & development, AT3.27
intention of students to major in, 4.11, AT4.9
literature

citations in US patents, 6.54, 6.54t, 6.55, 6.55t, AT6.64–AT6.66
fine fields for publication data, AT6.48
international articles, 6.45, 6.46f, AT6.55, AT6.58
international citations, 6.53f, AT6.62
international collaboration, 6.48, AT6.60
US articles, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in, to other US articles, AT6.53
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citations to, 6.45, AT6.63
collaboration, AT6.51, AT6.60, AT6.61
cross-sectoral collaboration, AT6.52

research assistantships in, 6.35, 6.37f, AT6.35, AT6.36, AT6.38–AT6.43,
AT6.45, AT6.46

teaching assistantships in, AT6.35, AT6.36, AT6.38–AT6.40
traineeships in, AT6.35, AT6.36, AT6.38–AT6.40

Biological Sciences Curriculum Study, 5.7
Biological scientists

employment sector, AT3.6
employment status of, AT3.5
foreign-born, 3.26t
number of, AT3.28
occupation status of, AT3.2–AT3.5
as percentage of life science workforce, 3.7
projected demand for, 3.25
salaries, AT3.7

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.18, 3.19t
sex comparisons, AT3.8

women as, 3.11
Biomedical research

equipment, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16

federal support for, AT6.5, AT6.6
Internet-based information sources, 9.28
literature

citations in US patents, 6.54, 6.54t, 6.55t, AT6.64–AT6.66
collaborative patterns, 6.44, 6.48, AT6.60
fine fields for publication data, AT6.48
international articles, 6.45, 6.46f, AT6.55, AT6.58
international citations, 6.53f, AT6.62
US articles, 6.43, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in, to other US articles, AT6.53
citations to, 6.45, AT6.63
collaboration, AT6.51, AT6.60, AT6.61
cross-sectoral collaboration, AT6.52

presidential initiatives on, 1.19
Biotechnologies. See also Genetic engineering

definition of, 7.12
export of, 7.2, 7.14f
foreign-funded R&D, in US, 2.66, 2.66t
international strategic alliances in, 2.56–2.57, 2.57f, 2.58t, AT2.67
seed money disbursements for, 1986-1998, AT7.16
in US market, foreign suppliers of, 7.15f
US trade in, 1990-1998, AT7.6
venture capital disbursements for, 1980-1998, AT7.14

Bishop, J. Michael, AT1.1
Black, Sir James W., AT1.1
Black Americans

in academic doctoral S&E workforce, 6.23, AT6.23
associate’s degrees by, 4.28, 4.28f, AT4.34
bachelor’s degrees by, 4.28f, 4.29, 4.29f, AT4.35

by institution type, 4.9–4.10, 4.10t, AT4.5
participation rate by, 4.30, 4.30t

computer access, 9.35–9.36, 9.36f
doctoral degrees by, 4.32, 4.35t, AT4.39
graduate students

debt owed by, 6.40, 6.40t–6.41t
enrollment, AT4.22
support for, 6.32, 6.33

at historically black colleges and universities, 4.10
master’s degrees by, 4.32, 4.33f, AT4.38
precollege students

computer use, 5.4, 5.31–5.32
mathematics coursework, 5.4, 5.24, 5.26t, 5.28f, AT5.24
mathematics proficiency, 5.4, 5.15, 5.16f, 5.17, AT5.9–AT5.11
number of enrolled students in precollege schools, 5.9, 5.10t
percentage of below poverty level, AT5.1
percentage of dropped out of school, 5.10f, AT5.2
science coursework, 5.4, 5.24, 5.24t, 5.27f, AT5.23

science proficiency, 5.3–5.4, AT5.6–AT5.8
trends in differences in average scores compared to white students,

AT5.12
in S&E workforce, 3.12, AT3.10, AT3.13, AT3.14

age distribution of, AT3.19
employment sectors, 3.13, AT3.15
salaries, 3.13, AT3.16, AT3.17

undergraduate students
engineering enrollment of, AT4.33
enrollment of, 4.26, AT4.32
intentions to major in S&E, 4.11, AT4.8, AT4.9

Blanpied, William A., 1.30
Blobel, Gunter, AT1.1
Block, Felix, AT1.1
Block, Konrad, AT1.1
Bloembergen, Nicolaas, AT1.1
BLS. See Bureau of Labor Statistics
Blumberg, Baruch S., AT1.1
BoB. See Bureau of the Budget
Boeing Company, R&D expenditures of, 2.26t, AT2.58
Bohr, Aage, AT1.1
Bolivia

R&D/GDP ratio in, 2.46t
Web site prevalence of government agencies, 9.41f, AT9.9

Book purchases, 8.26, AT8.34
Born, Max, AT1.1
Bosnia-Herzegovina, Web site prevalence of government agencies, AT9.9
Boston Scientific Corporation, R&D expenditures of, AT2.58
Boston University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Bothe, Walther, AT1.1
Botswana, Web site prevalence of government agencies, AT9.9
Bovet, Daniel, AT1.1
Boyer, Paul D., AT1.1
Brattain, Walter Houser, AT1.1
Brazil

education in, higher
doctoral degrees in, AT4.27
emphasis on S&E in, 4.18, AT4.20
first university S&E degrees in, AT4.18
graduate reform in, 4.24–4.25
S&E degree holders from, AT3.23

patents granted by
to nonresident inventors, 7.24f, AT7.13
to US, Japanese, and German inventors, 7.23, 7.25f

patents granted to, by US, 1963-1998, AT7.12
as R&D base, for US, 2.61, 2.62t
R&D/GDP ratio in, 2.46t
R&D performance in, by majority-owned affiliates of US parent

companies, AT2.69
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

in S&T agreements with US, 2.55t
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Bristol Myers Squibb, R&D expenditures of, 2.26t, AT2.58
Brockhouse, Bertram N., AT1.1
Bromley, D. Allan, 1.19, 1.21
Bronk, Detlev W., 1.15
Brookhaven National Laboratory, AT2.41
Brown, Herbert C., AT1.1
Brown, Michael S., AT1.1
Brunei, Web site prevalence of government agencies, 9.41f, AT9.9
Buchanan, James M., Jr., AT1.1
Buddy Project, 9.25
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Budget authority
definition of, 2.30
vs. federal funds, 2.11

Bulgaria
education in, higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege studies
mathematics proficiency, 5.20f, AT5.16, AT5.19
science proficiency, 5.20f, AT5.15, AT5.19

scientific and technical literature
article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Bureau of Economic Analysis (BEA), and information technologies, price

indices for, 9.15
Bureau of Labor Statistics (BLS), and information technologies, price indices

for, 9.15
Bureau of the Budget (BoB), and National Science Foundation, functions of,

1.12–1.13
Burkina Faso, Web site prevalence of government agencies, AT9.9
Burnet, Sir Frank MacFarlane, AT1.1
Burundi, Web site prevalence of government agencies, AT9.9
Bush, George W., 1.21

science policy initiatives, 1.19
Bush, Vannevar

and information technologies, 9.6–9.7, 9.8, 9.27
and national science policy, 1.4, 1.7–1.11, 1.14, 1.21, 1.39, 9.4

Bush report, 1.4, 1.7–1.12
on defense R&D, 1.33–1.34
on economic growth, 1.36
on federal role in supporting research, 1.11, 6.5
on increasing the scientific capital, 6.12
on international exchange of scientific information, 1.38
on medical R&D, 1.34
on military preparedness, 1.14
on nonprofit R&D, 1.33
OSRD system, 1.7–1.8, 1.10
on science and engineering workforce, 1.35, 6.12
use of data in, 1.12

Business, small, R&D by, federal support for, 2.16–2.18, 2.18f
Business sector, information technologies and, 9.11–9.13

capital expenditures, 9.11, 9.12f
Business services

global production in, 1980-1997, AT7.5
international trends in, 7.6–7.7, 7.7f

Cabletron Systems, R&D expenditures of, AT2.58
Calculators, hand-held, in precollege education, 5.4, 5.30–5.31, 5.32t
Calculus, high-school students taking, 4.12t
California

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, 2.3–2.4, 2.28–2.29, 2.29f, AT2.20, AT2.21
R&D facilities in, foreign-owned, 2.66

California Institute of Technology
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Calvin, Melvin, AT1.1
Cambodia, Web site prevalence of government agencies, AT9.9
Cameroon, Web site prevalence of government agencies, AT9.9
Campus Computing Project, 9.23
Canada

education in, higher
doctoral degrees in, AT4.27

by women, 4.34t, AT4.40
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
S&E degree holders from, 3.26, 3.26f, AT3.23

exports of, 1980-1997, AT7.4
GDP in, 1960-1995, AT7.1

GDP per capita in, 1960-1996, AT7.2
GDP per employed person, 1960-1996, AT7.3
genetic engineering and, perceptions of, 8.20
high-technology service industries in, production in, 1980-1997, AT7.5
imports of, 1980-1997, AT7.4
in international S&T agreements, 2.55, 2.55t
Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 7.3, 7.21

1963-1998, AT7.12
patents granted by, to nonresident inventors, 7.24f, AT7.13
PC penetration in households, 9.13f
precollege studies

calculators and, 5.31, 5.32t
mathematics proficiency, 5.19f, 5.20f, 5.21, 5.21f, 5.22f, AT5.14,

AT5.16–AT5.19
physics proficiency, 5.22f, AT5.18
science proficiency, 5.19f, 5.20f, 5.21, 5.21f, AT5.13, AT5.15, AT5.17,

AT5.19
production, exports, and imports of, 1980-1997, AT7.4
as R&D base, for US, 2.61, 2.62f, 2.62t, 2.63t
R&D expenditures in, 1.39, 2.41, 2.49, AT2.65

by character of work, 2.50, 2.50f
defense, 2.50, 2.51f
in international comparison, 2.42f, AT2.63, AT2.64, AT2.66
nondefense, 2.51, AT2.64
by socioeconomic objective, 2.51, 2.51f, AT2.66

R&D/GDP ratio in, 2.45, 2.46, 2.46f, 2.46t, AT2.63
R&D in

employment in, 3.28, 3.28f, AT3.25
foreign-funding of, 2.49, 2.49f
industrial, at facilities in US, 2.64–2.65, 2.64f, 2.65t, AT2.70–AT2.72
at US-owned facilities, 2.5

R&D performance in, 2.48, 2.48f
science and technology in

attitudes toward, 8.15, 8.16t, 8.17
interest in, 8.6t
public attentiveness to, 8.9

scientific and technical literature
article outputs, 6.46f, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, 6.48, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

US trade with, in high-technology products
1990-1998, AT7.6
as export market for US products, 7.13–7.14, 7.14f
imports to US market, 7.14, 7.15f

Web site prevalence of government agencies, 9.41f, AT9.9
Cancer. See War on Cancer initiative
“Candle in the Dark Award,” 8.33
Cape Verde, Web site prevalence of government agencies, AT9.9
Carey, William, 1.12
Carl Sagan effect, 8.30
Carnegie classification, 6.13. 6.13f, AT6.12
Carnegie Group Meetings, 1.19
Carnegie Mellon University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Carter, James E., science policy statements/initiatives, 1.19
Case Corporation, R&D expenditures of, AT2.58
Case Western Reserve University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Caterpillar Incorporated, R&D expenditures of, AT2.58
Cayman Islands, Web site prevalence of government agencies, AT9.9
Cech, Thomas R., AT1.1
Center for Advanced Aviation System Development, AT2.41
Center for Applied Special Technology, 9.38
Center for IT Accommodation, 9.38
Center for Naval Analyses, AT2.41
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Central African Republic, Web site prevalence of government agencies, AT9.9
Central America. See also specific country

education in, higher, S&E degree holders from, 3.26, 3.26f
faculty from, in US universities, AT4.46, AT4.47
scientific and technical literature

article outputs, 6.46f, AT6.56
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
internationally coauthored, 6.49, 6.49f, 6.51t, 6.52f

in S&T agreements with US, 2.55t
Centre Européenne pour la Recherche Nucléaire, 1.29
Cerf, Vinton, 9.9
CERN. See European Center for Particle Research
Certification, of precollege teachers, 5.35–5.36
C31 Federally Funded Research & Development Center, AT2.41
Chad, Web site prevalence of government agencies, AT9.9
Chamberlain, Owen, AT1.1
Chana, Web site prevalence of government agencies, AT9.9
Chandrasekhar, Subramanyan, AT1.1
Charpak, Georges, AT1.1
Charter schools, 5.4, 5.11–5.12

number of, 5.11f
in operation, by state, AT5.5

Chemical Bond Approach Project, 5.7
Chemical Education Materials Study, 5.7
Chemical engineering

academic R&D
1985-1997, AT2.49
equipment, AT6.16

federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16

federal support for, AT6.5, AT6.6, AT6.10, AT6.11
degrees in

bachelor’s
1966-1996, AT4.17
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral
baccalaureate origins of, AT4.6
recent recipients

happiness with field of study, 3.20t
salaries, 3.19t
tenure-track positions, 3.17
unemployment and out-of-field employment, 3.16t

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

trends in, AT4.25
master’s

happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

trends in, AT4.23
individuals with highest degree in, and research & development, AT3.27
research assistantships in, 6.35, AT6.35, AT6.36, AT6.41–AT6.43,

AT6.45, AT6.46
Chemical engineers

employment sector, AT3.6
employment status of, AT3.5, AT3.18
foreign-born, 3.26t
number of, AT3.28
occupation status of, AT3.2–AT3.5
salaries, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

women as, 3.11
Chemical Physics Preprint Database, 9.28

Chemicals
R&D expenditures

1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D in, foreign-based, 2.60, 2.61f
R&D performance, 7.19, 7.19f

in Europe, 1973-1996, AT7.11
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

research in
foreign-funded, in US, 2.65, 2.65t, 2.66, 2.66t
joint filings in, 1985-1998, AT2.62

Chemistry
academic R&D

equipment, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16

federal support for, AT6.5, AT6.6, AT6.10, AT6.11
degrees in

bachelor’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral
baccalaureate origins of, AT4.6
recent recipients

happiness with field of study, 3.20, 3.20t
postdoctoral appointments, 3.21t
salaries, 3.19t
unemployment and out-of-field employment, 3.16t

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

master’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral degree in, of women/men, 3.11
foreign born holders of doctorates in, 3.2
high-school students taking, 4.12t
individuals with highest degree in, and research & development, AT3.27
literature

citations in US patents, 6.54, 6.54t, 6.55, 6.55t, AT6.64–AT6.66
fine fields for publication data, AT6.48
international articles, 6.45, 6.46f, AT6.55, AT6.58
international citations, 6.53f, AT6.62
international collaboration, 6.48, AT6.60
US articles, 6.43, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in, to other US articles, AT6.53
citations to, 6.44, 6.45, AT6.63
collaboration, AT6.51, AT6.60, AT6.61
cross-sectoral collaboration, AT6.52

Nobel Prize awarded in, AT1.1
precollege studies, proficiency, in international context, 5.3, 5.18
R&D expenditures in, 2.35, 2.35f
R&D for, 1985-1997, AT2.49
R&D obligations in, federal

for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

research assistantships in, AT6.35, AT6.36, AT6.41–AT6.43, AT6.45,
AT6.46

Chemists
employment sector, AT3.6
employment status of, AT3.5
foreign-born, 3.26, 3.26t
number of, AT3.28
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occupation status of, AT3.2–AT3.5
as percentage of physical science workforce, 3.7
projected demand for, 3.25
salaries, AT3.7

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

Cherenkov, Pavel Alekseyevich, AT1.1
CHILD program. See Computers Helping Instruction and Learning

Development program
Chile

education in, higher
doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
graduate reform in, 4.24–4.25
S&E degree holders from, AT3.23

R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

in S&T agreements with US, 2.55t
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

China
aerospace industry in, 7.8–7.9, 7.9f
bilateral S&T agreement with, 1.19
education in, higher

college-age population in, 1975-2010, AT4.7
doctoral degrees in, 4.23–4.24, 4.23f, 4.24f, AT4.27, AT4.29, AT4.31

by Chinese citizens, in China and US, 4.24, 4.24f, AT4.31
emphasis on S&E in, 4.19, AT4.20
first university S&E degrees in, AT4.18
participation rate in, 4.19, 4.19f
S&E degree holders from, 3.26, 3.26f, AT3.23
trends in, 4.17

exports of, 1980-1997, AT7.4
faculty from, in US universities, 4.37, 4.37t, AT4.48
high-technology products in, 7.6–7.7

demand for, 7.11f
export of, 7.10f
global share of, 7.8, 7.8f
as imports to US market, 7.14, 7.15f

high-technology service industries in, production in, 1980-1997, AT7.5
imports of, 1980-1997, AT7.4
in international S&T agreements, 2.55, 2.55t
international strategic alliances in, 2.57
Internet use in, 9.40
inventors in, US patents granted to, 1963-1998, AT7.12
production, exports, and imports of, 1980-1997, AT7.4
R&D expenditures of, 1.39
R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, 6.46, 6.46f, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, 6.48, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49, 6.49f, 6.50, 6.50t, 6.51t, 6.52f,

AT6.60, AT6.61
technology development in, 7.3
US trade with, in high-technology products

1990-1998, AT7.6
as imports to US market, 7.14, 7.15f

Web site prevalence of government agencies, 9.41f, AT9.9
Chinese Student Protection Act (1992), 3.27, 4.32
Chiron Corporation, R&D expenditures of, AT2.58
Chrysler Corporation, R&D expenditures of, 2.26t, AT2.58
Chu, Steven, AT1.1

Cisco Systems Incorporated, R&D expenditures of, AT2.58
Citizenship, S&E doctorate recipients

debt owed by, 6.40, 6.40t–6.41t
support patterns for, 6.32–6.34, AT6.37, AT6.38

Civil engineering
academic R&D

equipment, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16

federal support for, AT6.5, AT6.6, AT6.10, AT6.11
degrees in

bachelor’s
1966-1996, AT4.17
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral
baccalaureate origins of, AT4.6
foreign-born holders of, 3.2
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

unemployment and out-of-field employment, 3.16t, 3.17
master’s

happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

trends in, AT4.23
individuals with highest degree in, and research & development, AT3.27
research assistantships in, AT6.35, AT6.36, AT6.41–AT6.43, AT6.45,

AT6.46
Civil engineers

employment sector, AT3.6
employment status of, AT3.5, AT3.18
foreign-born, 3.26, 3.26t
number of, AT3.28
occupation status of, AT3.2–AT3.5
projected demand for, 3.25
salaries, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

Civil space, R&D in, budget appropriations for, international comparison of,
AT2.66

Claude, Albert, AT1.1
Clemson University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Clinical medicine, literature
citations in US patents, 6.54, 6.54t, 6.55, 6.55t, AT6.64–AT6.66
collaborative patterns, 6.44, 6.48, AT6.60
fine fields for publication data, AT6.48
international articles, 6.45, 6.46f, 6.48, AT6.55, AT6.58
international citations, 6.53f, AT6.62
US articles, 6.43, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in, to other US articles, AT6.53
citations to, 6.45, AT6.63
collaboration, AT6.51, AT6.60, AT6.61
cross-sectoral collaboration, AT6.52

Clinton, William J., science policy statements, 1.19–1.21
vs. President Truman’s proposals, 1.20–1.21, 1.32

Cloning. See also Genetic engineering; Genetics/genomics
advances in, 1.28

Coase, Ronald H., AT1.1
Cockcroft, Sir John Douglas, AT1.1
Cohen, Stanley, AT1.1
Cohen-Tannoudji, Claude, AT1.1
Cold War

doctoral S&E degrees and, 2.20, 4.20
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and Russian R&D enterprise, 2.45
and S&E enterprise, 1.21

Collaboratories, 9.34
Colleges and universities. See also Academic research and development

associate of arts colleges, definition of, 4.8
baccalaureate colleges, definition of, 4.8
community colleges, 4.6, 4.13–4.15
doctorate-granting universities

as baccalaureate origin for PhD, 4.10, AT4.6
definition of, 4.8
degrees awarded by, numbers of, 4.8–4.9, 4.9f, 4.10f, AT4.3
enrollment in, 4.7f, 4.9f, AT4.2
number of, according to degree level, AT4.4

enrollment
1953, 4.6t
1996, 4.6, 4.7f
long-term trends in, 4.6–4.8, 4.9f, AT4.2

expansion of, 4.5–4.8, 4.6f
historically black colleges and universities, 4.10
junior colleges, enrollment in, 1953, 4.6t
liberal arts colleges

as baccalaureate origin for PhD, 4.10, AT4.6
definition of, 4.8
degrees awarded by, numbers of, 4.8–4.9, 4.9f, 4.10f, AT4.3
enrollment in, 4.7f, 4.9f, AT4.2

1953, 4.6t
number of, according to degree level, AT4.4
trends in, 4.6, 4.6f

master’s (comprehensive) universities and colleges
as baccalaureate origin for PhD, 4.10, AT4.6
definition of, 4.8
degrees awarded by, numbers of, 4.8–4.9, 4.9f, 4.10f, AT4.3
enrollment in, 4.5–4.6, 4.7f, 4.9f, AT4.2
number of, according to degree level, AT4.4

numbers of, 4.5–4.6, 4.6f
professional schools, definition of, 4.8
R&D at

federal funding for, 2.13–2.15, 2.16, 2.16f
and graduate school enrollment, 4.20
through federal agency, 2.12–2.13
through FFRDCs, 2.15, AT2.40, AT2.41

foreign, 2.51
state support of, 2.20, AT2.20
through GUF support, 2.51

R&D expenditures by, 2.8f, 2.9t
1953-1998, AT2.3–AT2.6
in chemistry and chemical engineering, 1985-1997, AT2.49
international comparison of, AT2.65
in life sciences, 1985-1997, AT2.50
in mathematics, computer science, and electrical engineering, 1985-

1997, AT2.51
R&D performance by, 2.22–2.23, 2.22f, 2.31

1987-1997, AT2.37
federal obligations to, 1999, by agency and character of work, AT2.38
through FFRDCs, 2.15

research by, 2.31–2.32
applied, 1953-1998, AT2.11–AT2.14
basic, 1953-1998, AT2.7–AT2.10
development, 1953-1998, AT2.15–AT2.18

research joint ventures in, 2.40
research partnerships with, 2.36–2.37
research universities

as baccalaureate origin for PhD, 4.10, AT4.6
bachelor S&E degrees from, 4.8–4.10, 4.9f, AT4.3, AT4.4
definition of, 4.8
degrees awarded by, numbers of, 4.8–4.9, 4.9f, 4.10f, AT4.3
enrollment in, 4.5–4.6, 4.7f, 4.8, 4.9f, AT4.2
minorities at, 4.9–4.10, 4.10t, AT4.5
number of, according to degree level, AT4.4

specialized institutions
as baccalaureate origin for PhD, 4.10, AT4.6
degrees awarded by, numbers of, 4.9f, 4.10f, AT4.3
enrollment in, 4.7f, 4.9f, AT4.2
number of, according to degree level, AT4.4

teachers’ colleges
enrollment in, 1953, 4.6t
expansion of, 4.5

technological schools, enrollment in, 1953, 4.6t
theological schools, enrollment in, 1953, 4.6t
two-year institutions

degrees awarded by, number of, AT4.3
enrollment in, 4.6–4.8, 4.7f, 4.9f, AT4.2
number of, 4.5–4.6, 4.6f, AT4.4

types and enrollment levels
1953, 4.6f
1967-1996, 4.9f, AT4.2
1996, 4.7f

Colombia
education in, higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
S&E degree holders from, AT3.23

precollege studies
mathematics proficiency, 5.20f, AT5.16, AT5.19
science proficiency, 5.20f, AT5.15, AT5.19

R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Colorado

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Colorado State University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Columbia University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Commerce
federal basic research funding for, 1980-2000, AT2.24
federal R&D budget authority for, 1980-2000, AT2.23

Commerce, Department of (DoC)
Advanced Technology Program at, 2.41
classification of IT producing and using industries, AT9.3
and electronic commerce, definition of, 9.12
federal R&D obligations for

by field of science, AT2.46
by performer, AT2.38

laboratory campuses of, AT2.42
productivity measures

gross product originating per sector, 9.15–9.16, 9.16t
gross product originating per worker factor, 9.15, 9.16t

R&D appropriations, 1952, 1.7t
R&D obligations of, 2.13, 2.13f, 2.15t

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
by character of work, 2.32f
for intramural performance, 1980-1999, AT2.39

R&D plant obligations, 1967-1999, AT2.33–AT2.36
research obligations of

applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
development, 1970-1999, AT2.31, AT2.32

Small Business Innovation Research awards, 1983-1997, AT2.44
STAT-USA, 9.40

Commission on Professionals in Science and Technology, 3.16
Committee for the Scientific Investigation of Claims of the Paranormal

(CSICOP), 8.33
Committee on Science, Engineering, and Public Policy (COSEPUP), 2.14
Committee on Science and Astronautics, 1.24
Committee on Space Exploration, 1.24
Communications

seed money disbursements for, 1986-1998, AT7.16
venture capital disbursements for, 1980-1998, AT7.14

Communications engineering, degrees, salaries for recent recipients of, 3.14
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Communications equipment industry
competitiveness of, 7.2
export market share of, international comparison of, 7.10, 7.10f
global market share of, international comparison of, 7.9, 7.9f
global trade data on, 1980-1997, AT7.4
R&D expenditures, 2.35–2.36, 2.36f

1985-1997, AT2.51, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance in, 7.17
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

US competitiveness in, 7.8–7.9, 7.9f
Communications services

global production in, 1980-1997, AT7.5
international trends in, 7.6–7.7, 7.7f
research in, joint filings in, 1985-1998, AT2.62
research joint ventures in, 2.40
and service-sector R&D performance, 7.2

Communications technologies
patents on, to South Korea and Taiwan, 7.3
R&D performance in, 7.17, 7.19, 7.19f
Taiwanese inventions in, 7.22

Community development, federal basic research funding for, 1980-2000,
AT2.24

Comoros, Web site prevalence of government agencies, AT9.9
Compaq Computer Corporation, R&D expenditures of, AT2.58
Competition, and industrial R&D, domestic and international, 1.36–1.37
Competitiveness

in high-technology industries, 7.2, 7.8–7.9, 7.9f
as S&T indicator, 7.4
of US economy, 7.4

Computer(s). See also Internet
adults with access, 8.23–8.25, 8.23f

by education level, 8.24–8.25, 8.25f, AT8.30–AT8.32
inequities in, 9.35–9.36, 9.36f
by sex and education level and attentiveness, AT8.30–AT8.32

adults without access, 8.23f, 8.24
development of, timeline for, 9.9
ENIAC, 9.7, 9.9
first, 1.28
high-speed digital, creation of, 9.7
at home

hours spent using, 8.23–8.24, 8.24f
percentage of US adults with one or more, 8.2, 8.23, 8.24f

impact of, public assessment of, by sex and education level and
attentiveness, AT8.14

personal
introduction of, 9.9
penetration in households/offices, 9.34–9.37, 9.35f

international comparison of, 9.13, 9.13f
in precollege education, 5.31–5.32

Internet access, 5.4, 5.32, 5.33f, AT5.25
for mathematics, 5.31, 5.32
and teachers unfamiliar with, 5.31, AT5.26

public interest in, international comparisons, 8.6t
and research, 9.31–9.34
for science and technology information, 8.23–8.25
UNIVAC, 9.9
von Neumann architecture for, 9.7
in workplace

hours spent using, 8.24, 8.24f
increase in, 8.23f, 8.24

Computer-assisted instruction, 9.22
Computer Associates International Incorporated, R&D expenditures of,

AT2.58
Computer-based instruction, 9.22, 9.24–9.25

meta-analysis on, 9.24–9.25
Computer engineers

employment levels of, 9.20, 9.20f, 9.21f
employment status, AT3.18
as IT worker classification, 9.20
number of, AT3.28
projected demand for, 3.24
salaries, 3.14, AT3.18

Computer-enriched instruction, 9.22
Computer equipment/hardware/products

competitiveness of, 7.2, 7.8–7.9, 7.9f
definition of, 7.12
export of, 7.14f

market share of, international comparison of, 7.10, 7.10f
global market share of, international comparison of, 7.9, 7.9f
R&D facilities in US for, foreign-owned, 2.66t
seed money disbursements for, 1986-1998, AT7.16
trade deficits from, 7.13
in US market, foreign suppliers of, 7.15f
US trade in, 1990-1998, AT7.6
venture capital disbursements for, 7.25f, 7.26

1980-1998, AT7.14
Computer-integrated manufacturing

definition of, 7.12
export of, 7.14f
in US market, foreign suppliers of, 7.15f
US trade in, 1990-1998, AT7.6

Computer languages/programs
BASIC, 9.9
VisiCalc, development of, 9.9

Computer-managed instruction, 9.22
Computer programmers

employment levels of, 9.20, 9.20f, 9.21f
as IT worker classification, 9.20

Computer-related services, venture capital disbursements to, 7.25, 7.25f
Computer sciences

academic R&D
employment, 6.21

federal support of researchers, 6.3, AT6.32
by race/ethnicity, 6.23, 6.24, AT6.23
recent degree recipients, AT6.27
by type of position, AT6.19
women in/sex comparisons, 6.23, AT6.22
work responsibility, AT6.28, AT6.30

equipment, 6.19, 6.19f, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16
for facilities, AT6.14, AT6.15

facilities, 6.16f, 6.17t, 6.18t, AT6.13
expected costs of deferred, AT6.15
expenditures, AT6.14

federal support of, 6.11, 6.11f, 6.12, 6.13f,  9.10f, AT6.5, AT6.6,
AT6.10, AT6.11

cumulative debt related to education in, 6.41t
degrees in

in Asia, 4.17–4.18, 4.17f, AT4.19
associate’s

1975-1996, AT4.16
by race/ethnicity, 4.28, AT4.34

bachelor’s, 3.7
in Asia, 4.17–4.18, 4.17f, AT4.19
happiness with field of study, 3.20t
by race/ethnicity, 4.28f, 4.29, 4.29f, AT4.35
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

trends in, 4.15–4.16, 4.15f, AT4.17
to women, 4.28, 4.28t, 4.29f

doctoral
in Asia, 4.17f, AT4.27, AT4.29
baccalaureate origins of, AT4.6
in Europe, AT4.27, AT4.28
international comparison of, AT4.27
by race/ethnicity, 4.32, 4.35t, AT4.39
recent recipients

happiness with field of study, 3.20, 3.20t
relationship between occupation and degree field, 3.18t
salaries, 3.18, 3.19t
tenure-track positions, 3.18
unemployment and out-of-field employment, 3.16t, 3.17
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salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.18, 3.19t
sex comparisons, AT3.8

trends in, 4.22f, AT4.24–AT4.26
by women, 4.32, 4.34f, 4.34t, 4.35f, AT4.40

foreign recipients of, 4.36f
by institution type, 4.9f, 4.10f, AT4.3, AT4.4
master’s, 3.7, 4.20, 4.21f, AT4.23

happiness with field of study, 3.20t
by race/ethnicity and citizenship, 4.32, 4.33f, AT4.38
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

by women, 4.31–4.32
by minorities, 4.28f

fellowships in, AT6.35, AT6.36, AT6.38–AT6.40
foreign-born faculty members in, 4.37, 4.37f, AT4.46–AT4.48
graduate enrollment in, 4.20, AT4.21, AT4.22
individuals with highest degree in, and research & development, 3.8,

3.10f, AT3.26, AT3.27
intention of students to major in, 4.11, AT4.8
R&D expenditures in, 2.35–2.36, 2.36f

1985-1997, AT2.51
R&D obligations for, federal

by agency, 1997, AT2.46
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

research assistantships in, 6.37f, 6.39f, AT6.35, AT6.36, AT6.38–AT6.43,
AT6.45, AT6.46

research support for, federal, 2.33, 2.34, 2.34f
teaching assistantships in, AT6.35, AT6.36, AT6.38–AT6.40
traineeships in, AT6.35, AT6.36, AT6.38–AT6.40

Computer scientists
age distribution for, 3.22
employment levels of, 9.20, 9.20f, 9.21f
employment sector, 3.8, AT3.6

by race and ethnicity, AT3.15
sex comparisons, AT3.12

employment status of, AT3.5, AT3.18
by race and ethnicity, AT3.13
sex comparisons, AT3.11

field of highest degree for, 3.2, 3.25, 3.25t
foreign-born, 3.2, 3.26, 3.26t

permanent visas issued to, 3.28f
temporary visas issued to, 3.27

as IT worker classification, 9.20
number of, AT3.28

by race and ethnicity, AT3.10, AT3.14
sex comparisons, AT3.9, AT3.10
and years since degree, AT3.9

occupation status of, 3.4, AT3.2–AT3.5
as percentage of S&E workforce, 3.7
projected demand for, 3.24, 3.25t
racial/ethnic minorities as, 3.12
salaries, 3.2, 3.8, 3.9f, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
for racial/ethnic minorities, 3.14f, AT3.16, AT3.17
for recent recipients of bachelor’s and master’s degree, 3.14
for recent recipients of doctoral degree, 3.18, 3.19t
for women, 3.11–3.12, 3.12f, AT3.8

unemployment, 3.9f
women as, 3.11f, AT3.9, AT3.10

Computers Helping Instruction and Learning Development (CHILD)
program , 9.25

Computer system analysts, projected demand for, 3.24
Computer technologies

patents on
to Japan, 7.3
to South Korea and Taiwan, 7.3

South Korean inventions in, 7.22–7.23
Taiwanese inventions in, 7.22–7.23, 7.24t

Conant, James B., 1.5, 1.8, 1.15–1.16
Congo, Web site prevalence of government agencies, AT9.9
Congress

Committee on Science and Astronautics, 1.24
Committee on Space Exploration, 1.24

and science policy, 1.22–1.23
hearings and studies on, 1.22–1.23, 1.24–1.25, 1.25–1.27

and S&E enterprise, first transition period and, 1.5
Select Committee on Astronautics and Space Exploration, 1.24
Subcommittee on Science, Research, and Development, 1.24

Connecticut
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Consumer related industry
seed money disbursements for, 1986-1998, AT7.16
venture capital disbursements for, 1980-1998, AT7.14

Cooper, Leon N., AT1.1
Cooperative Research and Development Agreements (CRADAs), 2.36

growth of, 2.4, 2.37–2.38, 2.38f
motivation and goals of participants in, 2.38
number of, by federal agencies, 1987-1998, AT2.60
origins of, 2.36

Core memory, development of, 9.7, 9.9
Corey, Elias James, AT1.1
Cormack, Allan M., AT1.1
Cornell University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Cornforth, Sir John Warcup, AT1.1
Corning Incorporated, R&D expenditures of, AT2.58
COSEPUP. See Committee on Science, Engineering, and Public Policy
Costa Rica

R&D/GDP ratio in, 2.46t
Web site prevalence of government agencies, 9.41f, AT9.9

Cote d’Ivoire, Web site prevalence of government agencies, AT9.9
Council for Media Integrity, 8.33
Council on Environmental Quality, 1.19
Cournand, Andre Frederic, AT1.1
CRADAs. See Cooperative Research and Development Agreements
Cram, Donald J., AT1.1
Credit cards, electronic commerce and, 9.12
Crick, Francis Harry Compton, AT1.1
Critical Technologies Institute, AT2.41
Croatia

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Cronin, James, 1.30, AT1.1
Crutzen, Paul J., AT1.1
CSICOP. See Committee for the Scientific Investigation of Claims of the

Paranormal
CSNET, 9.10
Cuba

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
S&E degree holders from, AT3.23

R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, AT9.9
Cuban, Larry, 9.21
Cummins Engine, R&D expenditures of, AT2.58
Curl, Robert F., Jr., AT1.1
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Current Population Survey, and home-based computer access, 9.35–9.36,
9.36f

Curriculum, precollege, 5.4, 5.26–5.37
Cyberspace Policy Research Group, 9.40
Cyprus

precollege studies
mathematics proficiency, 5.18, 5.19f, 5.20f, 5.21f, 5.22f, AT5.14,

AT5.16–AT5.19
physics proficiency, 5.22f
science proficiency, 5.19f, 5.20f, 5.21f, AT5.13, AT5.15, AT5.17,

AT5.19
Web site prevalence of government agencies, 9.41f, AT9.9

Czechoslovakia
education in, higher, S&E degree holders from, AT3.23
inventors in, US patents granted to, 1963-1998, AT7.12
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, AT6.62
internationally coauthored, 6.51t, AT6.60, AT6.61

US trade with, in high-technology products, 1990-1998, AT7.6
Czech Republic

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

Internet hosts per 1000 inhabitants, 9.14f
precollege studies

calculators and, 5.31, 5.32t
mathematics proficiency, 5.18, 5.19, 5.19f, 5.20f, 5.21f, 5.22f, AT5.14,

AT5.16–AT5.19
physics proficiency, 5.22f, AT5.18
science proficiency, 5.18, 5.19f, 5.20f, 5.21f, AT5.13, AT5.15, AT5.17,

AT5.19
R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Daddario, Emilio Q., 1.17, 1.24
Dana Corporation, R&D expenditures of, AT2.58
DARPA. See Defense Advanced Research Projects Agency
Database(s)

Chemical Physics Preprint system, 9.28
shared, in research, 9.31

Data storage, and information technologies, 9.5, 9.5f, 9.28
Dausset, Jean, AT1.1
Debreu, Gerard, AT1.1
DeDuve, Christian, AT1.1
Deere & Company, R&D expenditures of, AT2.58
Defense

federal basic research funding for, 1980-2000, AT2.24
laboratory campuses of, AT2.42
R&D in

budget appropriations for, international comparison of, AT2.66
budget authority for, 1980-2000, AT2.23
federal outlays for, 1970-2000, AT2.22
international trends in, 2.4–2.5, 2.50, 2.51f, 2.52–2.53
national trends in, 2.8, 2.10, 2.10f, 2.12t, 2.13f, 2.17

1953-1998, AT2.19
Defense, Department of (DOD)

R&D support, academic, 6.2, 6.12, AT6.8, AT6.9
budget of, 6.14t

by field, 6.12, AT6.10, AT6.11
research assistantships, 6.37–6.38, 6.39f, AT6.44–6.46
competitive research program at, budget of, 6.14t
IR&D programs and, 2.17, AT2.43
laboratory campuses of, AT2.42
R&D appropriations, 1952, 1.7t
R&D highlights, 2.3
R&D obligations of, 2.12–2.13, 2.13f, 2.15t

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
for academic R&D, 6.2, 6.12, 6.13f, AT6.8, AT6.9

by field, 6.12, AT6.10, AT6.11
by character of work, 2.32f
to FFRDCs, AT2.40, AT2.41
by field of science, AT2.46
for intramural performance, 1980-1999, AT2.39
by performer, AT2.38
reporting discrepancy in, 2.52–2.53

R&D performance of, 2.15t, 2.23
R&D plant obligations, 1967-1999, AT2.33–AT2.36
research obligations of

applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
development, 1970-1999, AT2.31, AT2.32

Small Business Innovation Research awards, 1983-1997, AT2.44
Technology Reinvestment Project, 2.41

Defense Advanced Research Projects Agency (DARPA), and information
technologies, 9.7, 9.10

Defense Science Board (DSB), 1.6
de Gennes, Pierre-Gilles, AT1.1
Degrees

associate’s, 4.13–4.15, AT4.16
by race/ethnicity, 4.28, 4.28f, AT4.34

bachelor’s
age distribution for, 3.22f, AT3.19
employment of holders of, 3.7, AT3.5, AT3.18

by race and ethnicity, AT3.10, AT3.13, AT3.14
sex comparisons, AT3.9–AT3.11
and years since degree, AT3.9

employment sectors, 3.2, 3.7, AT3.6
by race and ethnicity, AT3.15
sex comparisons, AT3.12

foreign-born recipients holding, 3.2, 3.26, 3.26t
as highest degree level, 3.7
by institution type, 4.9f, AT4.3, AT4.4
by minorities, 4.28f, 4.29, 4.29f, AT4.35

participation rates of, 4.30, 4.30t
persistence toward, 4.26–4.27, 4.27f
recent recipients

employment sectors, 3.13–3.14, 3.15t
labor market conditions for, 3.13–3.14
school vs. employment, 3.14

relationship between occupation and degree field, 3.5, 3.6f, 3.7, 3.14,
AT3.2–AT3.4

and research & development, 3.8, 3.10f, AT3.26, AT3.27
retirement age for individuals with, 3.23t
salaries of individuals with, 3.2, 3.8, 3.9f, 3.13, 3.14, AT3.7, AT3.18

five years after degree, 3.18, 3.20t, AT3.8
by race and ethnicity, AT3.16, AT3.17
sex comparisons, AT3.8

tenure-track positions, 3.2, AT3.21
trends in, 4.15–4.16, 4.15f, AT4.17
unemployment, 3.7, 3.9f
by women, 4.28, 4.28t, 4.29f

participation rates, 4.30–4.31, 4.30t, 4.31f, AT4.36, AT4.37
and working full-time, 3.2, AT3.22

demography and, 4.11, 4.11f, 4.19
doctoral

age distribution for, 3.22, 3.22f, 3.23f, AT3.19
by Asian students, in Asia and US, 4.23f, 4.24f, AT4.30
Asian trends, 4.23–4.24, 4.23f, 4.24f, AT4.27, AT4.29–AT4.31
awarded after World War II, 1.14
baccalaureate origins of, by institution type, 4.10, AT4.6
by Chinese students, in China and US, 4.24, 4.24f, AT4.31
employment of holders of, 3.7, AT3.5
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sex comparisons, AT3.9–AT3.11
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employment sectors, 3.2, 3.7, AT3.6
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sex comparisons, AT3.12

European trends, 4.21–4.23, 4.22f, 4.23f, AT4.27, AT4.28
by foreign citizens, 3.2, 3.26, 3.26t, 4.32–4.33, 4.35f, 4.36f, AT4.44

international comparison of, 4.33–4.34, 4.36t
stay rates of, 3.28, 4.34–4.36, 4.37f, AT4.42, AT4.43

as highest degree level, 3.7
by institution type, AT4.3, AT4.4
international comparison of, 4.21–4.22, 4.22f, 4.23f, AT4.27
out-of-field employment, 3.2
by race/ethnicity, 4.32, 4.35t, AT4.39
recent recipients

happiness with field of study, 3.20, 3.20t
labor market conditions, 3.14–3.22
out-of-field employment, 3.16t, 3.17
postdoctoral appointments. See Postdoctoral appointments
relationship between occupation and degree field, 3.18
tenure-track positions, 3.17–3.18
unemployment, 3.15–3.17, 3.16t

relationship between occupation and degree field, 3.4, 3.6f, 3.7,
AT3.2–AT3.4

and research & development, 3.8, 3.10f, AT3.26, AT3.27
retirement age for individuals with, 3.23t
salaries of individuals with, 3.2, 3.8, 3.9f, 3.18–3.20, AT3.7

five years after degree, 3.18, 3.20t, AT3.8
by race and ethnicity, AT3.16, AT3.17
sex comparisons, AT3.8

tenure-track positions, 3.2, AT3.21
trends in, 4.20–4.21, 4.22–4.23, 4.22f, 4.23f, AT4.24–AT4.27
unemployment, 3.9f
by women, 3.11, 4.32, 4.34f, 4.34t, 4.35f
and working full-time, 3.2, AT3.22

first university, international comparison of, 4.16–4.17, 4.17f, AT4.18
participation rates in, 4.19, 4.19f
S&E vs. non-S&E fields, 4.18–4.19, AT4.20

by institution type, 1996, 4.6, 4.7f, 4.8–4.10, 4.9f, 4.10f, AT4.3, AT4.4
master’s

age distribution for, 3.22f, AT3.19
employment of holders of, 3.7, AT3.5, AT3.18

by race and ethnicity, AT3.10, AT3.13, AT3.14
sex comparisons, AT3.9–AT3.11
and years since degree, AT3.9

employment sectors, 3.2, 3.7, AT3.6
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sex comparisons, AT3.12

foreign-born recipients holding, 3.2, 3.26, 3.26t
as highest degree level, 3.7
by institution type, 4.10f, AT4.3, AT4.4
and interest in science and technology, 8.5f, 8.6
recent recipients

employment sectors, 3.13–3.14, 3.15t
labor market conditions for, 3.13–3.14
school vs. employment, 3.14

relationship between occupation and degree field, 3.5, 3.6f, 3.7, 3.14,
AT3.2–AT3.4

and research & development, 3.8, 3.10f, AT3.26, AT3.27
retirement age for individuals with, 3.23t
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sex comparisons, AT3.8
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trends in, 4.20, 4.21f, AT4.23
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by women, 4.31–4.32
and working full-time, 3.2, AT3.22

for minorities, by institution type, 4.9–4.10, 4.10t
trends in

in Asia, 4.13f, 4.17–4.18, 4.18t, AT4.19
in Europe, 4.18

Dehmelt, Hans G., AT1.1
Deisenhofer, Johann, AT1.1
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laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Delbruck, Max, AT1.1
Demography

and higher education
college-age population, 1975-2010, 4.11, 4.11f, AT4.7

international comparison of, AT4.7
participation rates, 4.19, 4.19f

international comparisons of
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participation rates in S&E education, 4.19, 4.19f

Denmark
education in, higher

doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

GDP in, 1960-1995, AT7.1
GDP per capita in, 1960-1996, AT7.2
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inventors in, US patents granted to, 1963-1998, AT7.12
PC penetration in households, 9.13f
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precollege studies

mathematics proficiency, 5.20f, 5.21f, 5.22f, AT5.16–AT5.19
physics proficiency, 5.22f, AT5.18
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R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, AT6.56
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citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61
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US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Developing countries. See also specific countries
research in, 1.39

Dialog system, 9.32
Diels, Otto Paul Hermann, AT1.1
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Digital computing, and information technologies, 9.5
Digital Equipment, R&D expenditures of, AT2.58
Digital libraries, 1.39, 9.30–9.31
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Digital Library Initiative, 9.31
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sex comparisons, 8.7, AT8.6

public attentiveness to, AT8.7
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international comparisons, 8.6, 8.6t
sex comparisons, 8.5, AT8.3
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significance of, 9.26–9.27
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Dominica, Web site prevalence of government agencies, 9.41f, AT9.9
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global trade data on, 1980-1997, AT7.4
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Du Pont (EI) De Nemours, R&D expenditures of, AT2.58
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doctoral
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trends in, AT4.24, AT4.25
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degrees in

bachelor’s
happiness with field of study, 3.20t
salaries, AT3.7
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sex comparisons, AT3.8

doctoral
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AT6.46

Economics Working Paper Archive, 9.28
Economists

employment sector, AT3.6
employment status of, AT3.5
foreign-born, 3.26t
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international comparison of, 4.19, 4.19f
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sex comparisons, 5.23–5.24, 5.23f, 5.24t, AT5.21

science proficiency, 4.12–4.13, 5.12–5.14, 5.13f, AT4.11
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development, 1970-1999, AT2.31, AT2.32
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R&D in, federal support for, 1985-1997, AT2.51
research assistantships in, 6.35, AT6.35, AT6.36, AT6.41–AT6.43,

AT6.45, AT6.46
Electrical engineers

employment sector, AT3.6
employment status of, AT3.5, AT3.18
foreign-born, 3.26t

temporary visas issued to, 3.27
number of, AT3.28
occupation status of, AT3.2–AT3.5
as percentage of S&E workforce, 3.7
projected demand for, 3.25
salaries, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

women as, 3.11
Electrical equipment

new joint research filings in, 1985-1998, AT2.62
R&D expenditures, 2.35–2.36, 2.36f

1985-1997, AT2.51, AT2.53
and net sales, 1985-1997, AT2.57

R&D in
federal support for, 2.16, 2.18f
foreign-based, 2.61f
foreign-funded, in US, 2.65, 2.65t

R&D performance, 7.17, 7.19f
in Europe, 1973-1996, AT7.11
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

Electronic commerce
definitions of, 9.12
forecast of growth in, 9.13, 9.13f
information technologies and, 9.3, 9.11–9.12

international context of, 9.3, 9.13–9.14, 9.13f–9.14f
legal issues and, 9.3, 9.14

online auctions, 9.12
Electronic components

R&D expenditures
1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance
in Europe, 1973-1996, AT7.11
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

Electronic data interchange (EDI), 9.12



B-20 � Appendix B. Index

Electronic funds transfer (EFT), and banking industry, 9.5, 9.12, 9.17, 9.18f
Electronic Numerical Integrator and Computer, 1.28
Electronic publications, on the Internet, 9.28–9.30, 9.30f
Electronics

consumer
Japanese inventions in, 7.22
patents on, to Japan, 7.3
R&D performance in, 7.17, 7.19, 7.19f

definition of, 7.12
export of, 7.2, 7.14f
foreign-owned R&D facilities in US, 2.66t
research joint ventures in, 2.40
trade surpluses from, 7.13
in US market, foreign suppliers of, 7.15f
US trade in, 1990-1998, AT7.6
vs. service-sector R&D performance, 7.2

Electronics, salaries, for recent recipients of degree, 3.14
Elementary education. See Education, precollege
Elementary students. See Students, precollege
Elementary teachers. See Teachers, precollege
Elion, Gertrude B., AT1.1
El Salvador, Web site prevalence of government agencies, 9.41f, AT9.9
E-mail services, in home environment, patterns of use, 9.37
EMC Corporation, R&D expenditures of, AT2.58
Emerson Electric Company, R&D expenditures of, AT2.58
Emory University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Employment
academic, doctoral, 6.19–6.20, 6.21–6.22, 6.24
early, support of S&E students and, 6.35
and graduate reform, 4.21, 4.24–4.25
in S&E occupations, 3.7

Enders, John Franklin, AT1.1
Energy

federal basic research funding for, 1980-2000, AT2.24
R&D in

budget appropriations for, international comparison of, AT2.66
budget authority for, 1980-2000, AT2.23
national trends in, 2.8, 2.10–2.12, 2.10f, 2.12t

Energy, Department of (DOE)
Accelerated Strategic Computing Initiative program, 9.31
collaboratories of, 9.34
competitive research program at, budget of, 6.14t
and information technology innovations, 9.7
in international S&T agreements, 2.54–2.56, 2.55t
laboratory campuses of, AT2.42
R&D obligations of, 2.12–2.13, 2.13f, 2.15t

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
for academic R&D, 6.2, 6.12, 6.13f, AT6.8, AT6.9

by field, 6.12, AT6.10, AT6.11
by character of work, 2.32f
to FFRDCs, AT2.40, AT2.41
by field of science, AT2.46
for intramural performance, 1980-1999, AT2.39
by performer, AT2.38

R&D plant obligations, 1967-1999, AT2.33–AT2.36
R&D support, academic, 6.2, 6.12, AT6.8, AT6.9

budget of, 6.14t
by field, 6.12, AT6.10, AT6.11

research obligations of
applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
development, 1970-1999, AT2.31, AT2.32

research support by, basic, 2.32
Small Business Innovation Research awards, 1983-1997, AT2.44

Energy industry
seed money disbursements for, 1986-1998, AT7.16
venture capital disbursements for, 1980-1998, AT7.14

Energy issues. See Nuclear energy, use of
Energy sources

nuclear. See Nuclear energy
renewable, presidential initiatives on, 1.19
solar, presidential initiatives on, 1.19

Engelbart, Doug, 9.9

Engineering. See also specific type of engineering
academic R&D

employment
federal support of researchers, 6.3, AT6.32
by race/ethnicity, 6.23, 6.24, AT6.23
recent degree recipients, AT6.27
by type of position, AT6.19
women in, 6.23, AT6.22
work responsibility, AT6.28, AT6.30

equipment, 6.19, 6.19f, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16
for facilities, AT6.14, AT6.15

facilities, 6.15, 6.17, 6.17t, 6.18, 6.18t, AT6.13
expected costs of deferred, AT6.15
expenditures, AT6.14

federal support, 6.10, 6.11, 6.11f, 6.12, 6.13f, AT6.5, AT6.6, AT6.10,
AT6.11

research activity, 6.27
advances in, 1.27–1.32
debt related to education in, 6.41t
degrees in

in Asia, 4.17–4.18, 4.17f, 4.18t, AT4.19, AT4.20
associate’s, 4.13–4.15, AT4.16

1975-1996, AT4.16
by race/ethnicity, 4.28, AT4.34

bachelor’s, 3.7
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

trends in, 4.15–4.16, 4.15f, AT4.17
to women, 4.28, 4.28t, 4.29f

doctoral
in Asia, 4.17f, 4.22f, AT4.27, AT4.29
for Asian citizens, 4.24f
baccalaureate origins of, AT4.6
in Europe, 4.22f, AT4.27, AT4.28
international comparison of, 4.22f, AT4.27
by race/ethnicity, 4.32, 4.35t, AT4.39
recent recipients

happiness with field of study, 3.20t
postdoctoral appointments, 3.21t
relationship between occupation and degree field, 3.18t
salaries, 3.19t
unemployment and out-of-field employment, 3.16t

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

trends in, 4.22f, AT4.24–AT4.26
by women, 4.32, 4.34f, 4.34t, 4.35f, AT4.40

first university, international comparisons of, 4.16–4.17, 4.17f,
AT4.18

foreign recipients of, 4.34–4.36, 4.36f, 4.36t, AT4.42, AT4.44
by institution type, 4.8–4.10, 4.9f, 4.10f, AT4.3, AT4.4
master’s, 3.7, 4.20, 4.21f, AT4.23

happiness with field of study, 3.20t
by race/ethnicity and citizenship, 4.32, 4.33f, AT4.38
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

by women, 4.31–4.32
by minorities, 4.28f

by institution type, 4.9–4.10, 4.10t, AT4.5
fellowships in, AT6.35, AT6.36, AT6.38–AT6.40
foreign-born faculty members in, 4.37, 4.37f, AT4.46–AT4.48
foreign-born holders of doctorates in, 3.2
graduate enrollment in, 4.13, 4.14f, 4.20, AT4.14, AT4.21, AT4.22
individuals with highest degree in, and research & development, 3.8,

3.10f, AT3.26, AT3.27
minorities in

degrees by, 4.28f
by institution type, 4.9–4.10, 4.10t, AT4.5



Science & Engineering Indicators – 2000 � B-21

undergraduate enrollment of, 4.26, 4.26f, AT4.33
R&D obligations for

by agency, 1997, AT2.46
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47
for research, 2.32, 2.34f

research assistantships in, 6.35, 6.37f, 6.39f, AT6.35, AT6.36, AT6.38–
AT6.43, AT6.45, AT6.46

teaching assistantships in, AT6.35, AT6.36, AT6.38–AT6.40
traineeships in, AT6.35, AT6.36, AT6.38–AT6.40
undergraduate

enrollment in, 4.13, 4.14f, AT4.13, AT4.14
intention of students to major in, 4.11, AT4.8, AT4.9

women in, undergraduate enrollment of, 4.26, 4.26f, AT4.33
Engineering and technology, literature

citations in US patents, 6.54, 6.54t, 6.55t, AT6.64–AT6.66
collaborative patterns, 6.44, 6.48, AT6.60
fine fields for publication data, AT6.48
international articles, 6.45, 6.46f, 6.47f, 6.48, AT6.55, AT6.58
international citations, 6.52, 6.53f, AT6.62
US articles, 6.43, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in, to other US articles, AT6.53
citations to, 6.44–6.45, AT6.63
collaboration, AT6.51, AT6.60, AT6.61
cross-sectoral collaboration, AT6.52

Engineering technology
degrees in

associate’s
1975-1996, AT4.16
by race/ethnicity, AT4.34

bachelor’s, 1966-1996, AT4.17
by institution type, AT4.3, AT4.4
master’s

by race/ethnicity and citizenship, AT4.38
trends in, AT4.23

enrollment in, undergraduate, 4.13, 4.14f, AT4.13
Engineers

age distribution for, 3.22
classifying, 3.4
deficit of, World War II and, 1.14, 1.35
employment sector, 3.8, AT3.6

by race and ethnicity, AT3.15
sex comparisons, AT3.12

employment status of, AT3.5, AT3.18
by race and ethnicity, AT3.13
sex comparisons, AT3.11

foreign-born, 3.25–3.28, 3.26t, AT3.23
permanent visas issued to, 3.26–3.27, AT3.24
recipients of US doctoral degrees, stay rates of, 3.28

number of, AT3.28
by race and ethnicity, AT3.10, AT3.14
sex comparisons, AT3.9, AT3.10
and years since degree, AT3.9

occupation status of, 3.3, AT3.2–AT3.5
as percentage of S&E workforce, 3.7
projected demand for, 3.24–3.25, 3.25t
racial/ethnic minorities as, 3.12
in R&D, international comparison of, 3.28, 3.28f
salaries, 3.2, 3.8, 3.9f, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
for racial/ethnic minorities, 3.13, 3.14f, AT3.16, AT3.17
for recent recipients of degree, 3.14, 3.18–3.20, 3.19t
for women, 3.11–3.12, 3.12f, AT3.8

temporary work for, 3.8, AT3.20
unemployment, 3.7, 3.9f
women as, 3.10–3.12, 3.11f, AT3.9, AT3.10
working conditions of, and productivity, 1.14

England. See United Kingdom
ENIAC computer, 9.7, 9.9
Entrepreneurs, venture capital for, 7.3, 7.26
Environmental pollution

knowledge about, self-assessed, 8.4f, 8.7, AT8.4, AT8.5
and education level, AT8.6
sex comparisons, 8.7, AT8.6

public attentiveness to, AT8.7
by sex and education level, AT8.8

public interest in, 8.4f, 8.5, AT8.1, AT8.2
and education level, 8.6, AT8.3
international comparisons, 8.6, 8.6t
sex comparisons, 8.6, AT8.3

Environmental Protection Agency (EPA)
competitive research program at, budget of, 6.14t
laboratory campuses of, AT2.42
R&D obligations of

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
by field of science, AT2.46
by performer, AT2.38

R&D plant obligations, 1967-1999, AT2.33–AT2.36
research obligations of

applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
development, 1970-1999, AT2.31, AT2.32

Small Business Innovation Research awards, 1983-1997, AT2.44
Environmental sciences

academic R&D
employment, 6.21

federal support of researchers, 6.3, AT6.32
by race/ethnicity, 6.23, AT6.23
recent degree recipients, AT6.27
by type of position, AT6.19
women in/sex comparisons, 6.23, AT6.22
work responsibility, AT6.28, AT6.30

equipment, 6.19, 6.19f, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16

facilities, 6.15, 6.16f, 6.17t, 6.18, 6.18t
federal support of, 6.11, 6.11f, 6.12, 6.13f, AT6.5, AT6.6, AT6.10,

AT6.11
research activity, 6.27

debt related to education in, 6.41t
federal basic research funding for, 1980-2000, AT2.24
fellowships in, AT6.35, AT6.36, AT6.38–AT6.40
precollege studies, proficiency, in international context, 5.18
R&D in

budget appropriations for, international comparison of, AT2.66
in federal budget, 2.12t

budget authority for, 1980-2000, AT2.23
R&D obligations for, federal

by agency, 1997, AT2.46
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

research assistantships in, 6.37f, 6.39f, AT6.35, AT6.36, AT6.38–AT6.43,
AT6.45, AT6.46

research joint ventures in, 2.40
teaching assistantships in, AT6.35, AT6.36, AT6.38–AT6.40
traineeships in, AT6.35, AT6.36, AT6.38–AT6.40

Environmental scientists
employment sector, AT3.6
employment status of, AT3.5
occupation status of, AT3.2–AT3.5
salaries, AT3.7

sex comparisons, AT3.8
EPA. See Environmental Protection Agency
EPSCoR. See Experimental Program to Stimulate Competitive Research
EPSCoR Interagency Coordinating Committee (EICC), 6.14
Equatorial Guinea, Web site prevalence of government agencies, AT9.9
E-rate program, 9.22–9.23
ERIC. See Educational Resources Information Center
Eritrea, Web site prevalence of government agencies, AT9.9
Ernest Orlando Lawrence Berkeley National Laboratory, AT2.41
Ernst, Richard R., AT1.1
Esaki, Leo, AT1.1
ESP. See Extrasensory perception
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Estonia
education in, higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Ethiopia

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

scientific and technical literature, internationally coauthored, 6.52f
Web site prevalence of government agencies, AT9.9

ETS. See Educational Testing Service
Europe. See also specific country

aerospace industry in, 7.8–7.9, 7.9f
Central, scientific and technical literature

article outputs, 6.46, 6.46f, AT6.56
by field, 6.47f, 6.48, AT6.55, AT6.58
and gross domestic product, AT6.57
internationally coauthored, 6.49, 6.49f, 6.50, 6.51t, 6.52f

Eastern
first university S&E degrees in, 4.16–4.17, AT4.18
scientific and technical literature

article outputs, 6.46f, AT6.56
by field, 6.47f, 6.48, AT6.55, AT6.58
and gross domestic product, AT6.57
internationally coauthored, 6.49f, 6.51t, 6.52f

education in, higher
college-age population, 1975-2010, AT4.7
doctoral S&E degrees in, 4.22–4.23, 4.22f, 4.23f, AT4.27, AT4.28
emphasis on S&E in, AT4.20
first university S&E degrees in, 4.16–4.17, 4.17f, AT4.18
graduate reform in, 4.24–4.25
participation rate in, 4.19
S&E degree holders from, 3.26, 3.26f
trends in, 4.18

faculty from, in US universities, AT4.46, AT4.47
genetic engineering, perceptions of, 8.20
high-technology products in, 7.6

demand for, 7.10, 7.11f
as export market for US products, 7.13
global share of, 7.8
import shares of domestic market, 7.11
imports of, 7.11
imports to US market, 7.14, 7.15f

international strategic alliances in, 2.56–2.57, 2.57f, 2.58t, AT2.67
knowledge-based service industries in, 7.6–7.7, 7.7f
labor productivity of, 7.2
life science imports from, 7.13
Northern, scientific and technical literature

article outputs, 6.46f, 6.47, AT6.56
by field, 6.47, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f

as R&D base, for US, 2.61, 2.62f, 2.62t
R&D in

industrial, at facilities in US, AT2.70, AT2.71
by majority-owned affiliates of US parent companies, AT2.69
US-funded, 2.5

science and technology
attitudes toward, 8.2, 8.15, 8.16t, 8.17
interest in, 8.6, 8.6t
public attentiveness to, 8.9

Southern, scientific and technical literature
article outputs, 6.46, 6.46f, AT6.56
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f

in S&T agreements with US, 2.55t
US trade with, in high-technology products 1990-1998, AT7.6

as export market for US products, 7.13
imports to US market, 7.14, 7.15f

Western
R&D expenditures of, 1.39
scientific and technical literature

article outputs, 6.46, 6.46f, AT6.56
by field, 6.47, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f

European Center for Particle Research (CERN) , and creation of World Wide
Web, 9.7, 9.9–9.10

European Free Trade Association, education in, higher
doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

European Union
education in, higher

doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

and intellectual property, import of, 7.16, 7.16f
R&D/GDP ratio in, 2.46, 2.46t
R&D in, 7.17–7.19, 7.19f

industrial, 7.2
by industry, 1973-1996, AT7.11

Expansion, company, venture capital for, 7.3
Experimental Program to Stimulate Competitive Research (EPSCoR), 6.14,

6.14t
Extrasensory perception (ESP), 8.2

percentage of US adults believing in, 8.32
Exxon Corporation, R&D expenditures of, AT2.58

Facilities, in academic R&D, 6.15–6.18
adequacy and condition, 6.16–6.18

by field, 6.17t, 6.18t
funding sources, 6.16
new construction, 6.15–6.16

by field, 6.16f, AT6.13
expected costs of deferred, AT6.15
expenditures, AT6.14

repair and renovation, 6.16, 6.17t
by field, AT6.13

expected costs of deferred, AT6.15
expenditures, AT6.14

total space, 6.15
by field, AT6.13

unmet needs, 6.18
Factory automation, public assessment of, AT8.14
FCCSET. See Federal Coordinating Council for Science, Engineering and

Technology
Federal Communications Commission R&D obligations of, by field of

science, AT2.46
Federal Coordinating Committee for Science and Technology (FCCSET),

1.38
Federal Coordinating Council for Science, Engineering and Technology, 1.21,

1.38
Federal Funds for Research and Development series, 1.16
Federal government. See also Congress; Legislation; Presidential entries

Digital Library Initiative of, 9.31
and information technologies, 9.40–9.41
science policy. See Science policy(ies)
use of Internet, 9.40–9.41, 9.41f, AT9.9

Federally Funded Research and Development Centers (FFRDCs), 1.10, 2.7,
2.9t, 2.13, 2.15, 2.16, 2.16f

R&D expenditures by
1953-1998, AT2.3–AT2.6
by state, AT2.20

R&D performance by, 2.22–2.23, 2.22f
federal obligations for

by agency, 1987-1999, AT2.40
by agency and character of work, AT2.38
by character of work, 1987-1997, AT2.37
by individual center, 1997, AT2.41

research expenditures by
applied, 1953-1998, AT2.11–AT2.14
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basic, 1953-1998, AT2.7–AT2.10
development, 1953-1998, AT2.15,–AT2.18

Federal Science and Technology budget, 2.11
Federal support of R&D, 6.2, 6.5, 6.8, 6.11–6.14

1953-1998, 1.8f, 1.9t, 1.33f
academic, 1.34–1.35, 2.13–2.15, AT6.2

agency supporters, 6.2, 6.12, AT6.8, AT6.9
by field, 6.12, AT6.10, AT6.11

for applied research, AT6.1
for basic research, 6.2, AT6.1
for development, AT6.1
doctoral S&E workforce, 6.3
for equipment, 6.19, AT6.17
for facilities, 6.16, 6.17t
by field, AT6.6
and graduate school enrollment, 4.20
institutions receiving, 6.12–6.13, AT6.3

by Carnegie classification, AT6.12
by field, AT6.5
top 100, AT6.4

pre-World War II, 1.9
of researchers, 6.3, AT6.32
S&E graduate students, 6.3, 6.29, 6.30, 6.30f, 6.32, 6.32f, 6.37–6.38,

6.38f, AT6.33, AT6.34, AT6.42–AT6.46
definition of, 6.29

AEC, 1.7, 1.7t
by agency, 2.12–2.13, 2.14, 2.15t

1967-1999, AT2.25, AT2.26
performer, and character of work, AT2.38

AID, 2.15t, AT2.25, AT2.26
appropriations for, in 1952, 1.7, 1.7t
by budget function, 2.10–2.12, 2.10f, 2.12t

budget authority for, 1980-2000, AT2.23
by character of work, AT2.37, AT2.38
defense, 2.10, 2.10f, 2.11t, 2.13f, AT2.19
DOA, 2.13f, 2.15t, AT2.25, AT2.26
DOC, 1.7, 1.7t, 2.13, 2.13f, 2.15t, AT2.25, AT2.26
DOD, 2.10, 2.12–2.13, 2.13f, 2.15t, 2.23, AT2.25, AT2.26

academic, 6.2, 6.12, AT6.8, AT6.9
budget of, 6.14t
by field, 6.12, AT6.10, AT6.11

amount of funding in 1952, 1.7, 1.7t
research assistantships, 6.37–6.38, 6.39f, AT6.44–6.46

DOE, 2.10, 2.12–2.13, 2.13f, 2.15t, AT2.25, AT2.26
academic, 6.2, 6.12, AT6.8, AT6.9

budget of, 6.14t
by field, 6.12, AT6.10, AT6.11

DOI, 1.7, 1.7t, 2.13, 2.13f, 2.15t, AT2.25, AT2.26
DOJ, 2.15t, AT2.25, AT2.26
DOT, 2.15t, AT2.25, AT2.26
DOT (Treasury Department), 2.15t, AT2.25, AT2.26
DVA, 2.15t, AT2.25, AT2.26
energy, 2.10f, 2.11, 2.12f, 2.12t
EPA, 2.15t, AT2.25, AT2.26
EPA academic, budget of, 6.14t
to FFRDCs, 2.13, 2.15–2.16, 2.16f
HHS, 2.12–2.13, 2.13f, 2.15t, 2.23, AT2.25, AT2.26

academic, by field, 6.12, AT6.10, AT6.11
research assistantships, 6.37–6.38, 6.39f, AT6.44–AT6.46

highlights of, 2.3
HUD, 2.15t, AT2.25, AT2.26
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intramural performance, 1980-1999, AT2.39
Library of Congress, 2.15t, AT2.25, AT2.26
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NIH, 2.12–2.13, 2.23
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during World War II, 1.32
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definition of, 6.29
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international, post-World War II, 1.15
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by field, AT6.35, AT6.36, AT6.38–AT6.40
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sex comparisons, 6.32–6.34, AT6.37, AT6.39

in private institutions, 6.30
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Fermi National Accelerator Laboratory, AT2.41
Feynman, Richard P., AT1.1
FFRDCs. See Federally Funded Research and Development Centers
Fiji, Web site prevalence of government agencies, 9.41f, AT9.9
Finance, insurance, and real estate industries (FIRE), 9.17
Financial services

global production in, 1980-1997, AT7.5
international trends in, 7.6–7.7, 7.7f

Financing, stages of, venture capital in, 7.26, 7.26f
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Finland
education in, higher

doctoral S&E degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12
PC penetration in households, 9.13f
PCs per 100 white-collar workers, 9.13f
R&D/GDP ratio in, 2.46, 2.46t
R&D in, 2.4
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

FIRE industries. See Finance, insurance, and real estate industries
First Amendment Center, 8.25, 8.26, 8.27, 8.30
First in the World Consortium, 5.23
Fischer, Edmond H., AT1.1
Fischer, Ernst Otto, AT1.1
Fitch, Val L., AT1.1
Florida

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Florida State University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Flory, Paul J., AT1.1
Fogel, Robert W., AT1.1
Food products

R&D expenditures, 1985-1997, AT2.50
R&D in

1985-1997, AT2.53
foreign-based, 2.61f
by foreign-owned US facilities, 2.66t
and net sales, 1985-1997, AT2.57

R&D performance in
by Europe, 1973-1996, AT7.11
federal funds for, 1985-1997, AT2.55
by Japan, 1973-1996, AT7.10
non-federal funds for, 1985-1997, AT2.54
by US, 1973-1996, AT7.9

Ford, Gerald R., science policy statements/initiatives, 1.19, 1.21, 1.24, 1.25
Ford Motor Company, R&D expenditures of, 2.25, 2.26t, AT2.58
Foreign citizens

from Asia, doctoral degrees by
in Asia and US, 4.23f, 4.24f, AT4.30
in US, 4.33, 4.36f, AT4.41

from China, doctoral degrees by, in China and US, 4.24, 4.24f, AT4.31
education of, in US, 1.36

associate’s degrees by, AT4.34
bachelor’s degrees by, 4.28f, 4.29, 4.29f, AT4.35
degrees earned by, 4.36f
doctoral degrees by, 4.21, 4.23f, 4.24f, 4.32–4.36, 4.35t, 4.36f,

AT4.26, AT4.30, AT4.31, AT4.39, AT4.41
international comparison of, 4.33–4.34, 4.36t

graduate enrollment of, 4.20, 4.31, AT4.22
master’s degrees by, 4.32, 4.33f, AT4.38
postdoctoral appointments for, 4.36–4.37, AT4.45
undergraduate enrollment of, 4.26, AT4.32

in engineering, 4.26, 4.26f, AT4.33
scientists and engineers, 3.25–3.28, 3.26t, AT3.23

permanent, visas issued to, 3.26–3.28, 3.28f, AT3.24
temporary visas issued to, 3.27

stay rates of, 3.28, 4.34–4.36, 4.37f, AT4.42, AT4.43
Forssmann, Werner, AT1.1
Fowler, William A., AT1.1

France
economy of, in international comparison, 7.5f
education in, higher

doctoral degrees in, 4.22–4.23, 4.23f, AT4.27, AT4.28
by women, 4.32, 4.34t, AT4.40

emphasis on S&E in, 4.19, AT4.20
first university S&E degrees in, AT4.18
foreign citizens in, doctoral degrees by, 4.33, 4.36t
S&E degree holders from, AT3.23

exports of, 1980-1997, AT7.4
GDP in, 1960-1995, AT7.1
GDP per capita in, 1960-1996, AT7.2
GDP per employed person, 1960-1996, AT7.3
high-technology products in, 7.6–7.7

demand for, 7.10
as export market for US products, 7.14f
export of, 7.10f
global share of, 7.8
import shares of domestic market, 7.11f
imports to US market, 7.14, 7.15f

high-technology service industries in, production in, 1980-1997, AT7.5
imports of, 1980-1997, AT7.4
intellectual property in, import of, 7.16
international strategic alliances in, 2.57
Internet hosts per 1000 inhabitants, 9.14f
knowledge-based service industries in, 7.6–7.7
patents granted by

to nonresident inventors, 7.24f, AT7.13
to US, Japanese, and German inventors, 7.23, 7.25f

patents granted to, by US, 7.3, 7.21, 7.22f
1963-1998, AT7.12

PC penetration in households, 9.13f
PCs per 100 white-collar workers, 9.13f
precollege studies

mathematics proficiency, 5.20f, 5.21, 5.21f, 5.22f, AT5.16–AT5.20
physics proficiency, 5.22f, AT5.18
science proficiency, 5.18, 5.20f, 5.21, 5.21f, AT5.15, AT5.17, AT5.19

production, exports, and imports of, 1980-1997, AT7.4
as R&D base, for US, 2.61, 2.62f, 2.62t, 2.63t
R&D expenditures in, 1.39, 2.41, 2.42, 2.42f, AT2.65

by character of work, 2.50, 2.50f
defense, 2.50, 2.51f
in international comparison, AT2.63, AT2.65, AT2.66
nondefense, 2.44, 2.51, 2.51f, AT2.64
by socioeconomic objective, 2.51, 2.51f, AT2.66

R&D/GDP ratio in, 2.45, 2.46, 2.46f, 2.46t, AT2.63
R&D in

employment in, 3.28, 3.28f, AT3.25
foreign-funding of, 2.49, 2.49f
industrial, at facilities in US, 2.64–2.66, 2.64f, 2.65t, AT2.70–AT2.72
type of, 2.50, 2.50f
at US facilities, 2.5
US-funded, 2.5

R&D performance in, 2.48, 2.48f, 7.19, 7.19f
by majority-owned affiliates of US parent companies, AT2.69

scientific and technical literature
article outputs, 6.45, 6.46f, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, 6.48, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

in S&T agreements with US, 2.55t
US trade with, in high-technology products

1990-1998, AT7.6
as export market for US products, 7.14f
imports to US market, 7.14, 7.15f

Web site prevalence of government agencies, 9.41f, AT9.9
Frank, Il’ja Mikhailovich, AT1.1
Fred, Edwin B., 1.5
Friedman, Jerome I., AT1.1
Friedman, Milton, AT1.1
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Frisch, Karl von, AT1.1
Frisch, Ragnar, AT1.1
Fukui, Kenichi, AT1.1
Fulbright Program for International Educational Exchange, 1.36
Fuqua, Don, 1.25
Furchgott, Robert F., AT1.1
Fusion, presidential initiatives on, 1.19
F-1 visas, issued to immigrant scientists and engineers, 3.27

Gabon, Web site prevalence of government agencies, AT9.9
Gabor, Dennis, AT1.1
Gajdusek, D. Carleton, AT1.1
Gambia, Web site prevalence of government agencies, AT9.9
GAO. See General Accounting Office
Gates, Bill, 9.9
Gaza and Jericho, Web site prevalence of government agencies, AT9.9
G-7 countries. See also specific country

precollege studies, mathematics and science proficiency, 5.21
R&D in

industrial, 2.45t
US share of, 3.28, 3.28f

R&D spending in, 2.4–2.5, 2.41–2.43, 2.42f, 2.48–2.49, 2.48f, 2.49t
G-8 countries, R&D in

character of work in, 2.50, 2.50f
ratio to GDP, 2.44–2.46, 2.46f

GDP. See Gross domestic product
Gell-Mann, Murray, AT1.1
Gemini project, 1.29
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Genentech Incorporated, R&D expenditures of, AT2.58
General Accounting Office (GAO), 6.57

on GPRA, 2.14
General Electric Company

R&D expenditures of, 2.26t, AT2.58
research by, 1.10

General Instrument Corporation, R&D expenditures of, AT2.58
General Motors, R&D expenditures of, 2.25, 2.26t, AT2.58
General university funds (GUF), 2.51
Genetic engineering. See also Biotechnologies

perceptions of, 8.2, 8.19–8.21, 8.21f
international comparisons, 8.20
by sex and education level, 8.20–8.21, 8.21f, AT8.26

Genetics/genomics
advances in, 1.28
information technologies and, 9.31

Geological sciences, federal R&D obligations for
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

Geometry, high-school students taking, 4.12t
George, Ronald, AT1.1
Georgetown University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4
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education in, higher

emphasis on S&E in, AT4.20
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patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4
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laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Geosciences
advances in, 1.28
degrees in
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happiness with field of study, 3.20t
salaries of, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral
recent recipients

happiness with field of study, 3.20t
postdoctoral appointments, 3.21t
salaries of, 3.19t
unemployment and out-of-field employment, 3.16t

salaries of, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

master’s
happiness with field of study, 3.20t
salaries of, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

individuals with highest degree in, and research & development, AT3.27
Geoscientists
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employment status of, AT3.5
foreign-born, 3.26t
number of, AT3.28
occupation status of, AT3.2–AT3.5
salaries, AT3.7

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8
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economy of, in international comparison, 7.5f
education in, higher

doctoral degrees in, 4.22–4.23, 4.23f, AT4.27, AT4.28
by foreign citizens, 4.36t
by women, 4.34t, AT4.40

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
graduate reform in, 4.24–4.25
participation rate in, 4.19, 4.19f

of women, 4.30–4.31, 4.31f, AT4.36, AT4.37
S&E degree holders from, 3.26, 3.26f, AT3.23
undergraduate reforms in, 4.18

exports of, 1980-1997, AT7.4
faculty from, in US universities, 4.37, 4.37t, AT4.48
GDP in, 1960-1995, AT7.1
GDP per capita in, 1960-1996, AT7.2
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high-technology manufacturing in, 7.6–7.7, 7.8f
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export of, 7.10f
global share of, 7.8, 7.8f
import share of domestic market, 7.11f
import share of US market, 7.14, 7.15f
imports to US market, 7.14, 7.15f

high-technology service industries in, production in, 1980-1997, AT7.5
imports of, 1980-1997, AT7.4
and intellectual property, import of, 7.16
international strategic alliances in, 2.57
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knowledge-based service industries in, 7.6–7.7
life science imports from, 7.13
patents granted by

to nonresident inventors, 7.24f, AT7.13
to US and Japanese inventors, 7.23, 7.25f

patents granted to, by US, 7.3, 7.21, 7.22f
1963-1998, AT7.12

PCs per 100 white-collar workers, 9.13f
precollege studies

instructional practice, 5.29, 5.30f
instructional time, 5.26, 5.29f
mathematics proficiency, 5.19, 5.20f, 5.21, 5.21f, 5.22f, AT5.16–

AT5.19
physics proficiency, 5.22f, AT5.18
science proficiency, 5.18, 5.20f, 5.21, 5.21f, AT5.15, AT5.17, AT5.19
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production, exports, and imports of, 1980-1997, AT7.4
as R&D base, for US, 2.61, 2.62f, 2.62t, 2.63t
R&D expenditures in, 1.39, 2.41, 2.42f, 2.44f, AT2.65

defense, 2.50, 2.51f
in international comparison, AT2.63, AT2.65, AT2.66
nondefense, 2.44, 2.51, 2.51f, AT2.64
by socioeconomic objective, 2.51, 2.51f, AT2.66

R&D/GDP ratio in, 2.45, 2.46, 2.46f, 2.46t, AT2.63
R&D in

employment in, 3.28, 3.28f, AT3.25
foreign-funding of, 2.49, 2.49f
industrial, at facilities in US, 2.64–2.66, 2.64f, 2.65t, AT2.70–AT2.72
type of, 2.50
at US facilities, 2.5
US-funded, 2.5

R&D performance in, 2.48, 2.48f, 7.17, 7.19f
by majority-owned affiliates of US parent companies, AT2.69

scientific and technical literature
article outputs, 6.45, 6.46f, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, 6.48, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

in S&T agreements with US, 2.55t
US trade with, in high-technology products

1990-1998, AT7.6
as export market for US products, 7.14, 7.14f
import share of US market, 7.14, 7.15f
imports to US market, 7.14, 7.15f

Web site prevalence of government agencies, 9.41f, AT9.9
Giaever, Ival, AT1.1
GI Bill, 1.35, 1.37, 4.6, 4.20
Gilbert, Walter, AT1.1
Gillette Company, R&D expenditures of, AT2.58
Gilman, Alfred G., AT1.1
Ginsparg, Paul, 9.28
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Glashow, Sheldon L., AT1.1
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Goeppert-Mayer, Maria, AT1.1
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Goldman, Alan J., 1.30
Goldstein, Joseph L., AT1.1
Goodyear Tire and Rubber Company, R&D expenditures of, AT2.58
Government, local, R&D performance by, federal obligations for
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by character of work, AT2.38

Government Performance and Results Act (GPRA), 1.29, 2.14
GPO/W. See Gross product originating per worker factor
GPRA. See Government Performance and Results Act
Gramm-Rudman-Hollings Act. See Balanced Budget and Emergency Deficit

Control Act of 1985
Granit, Ragnar, AT1.1
Great Society program, use of social science data in, 1.19
Greece

education in, higher
doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
S&E degree holders from, AT3.23

faculty from, in US universities, 4.37, 4.37t, AT4.48
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PCs per 100 white-collar workers, 9.13f
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mathematics proficiency, 5.19f, 5.20f, 5.22f, AT5.14, AT5.16, AT5.19
physics proficiency, 5.22f
science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19
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scientific and technical literature

article outputs, AT6.56

changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Greenspan, Alan, 9.11
Grenada, Web site prevalence of government agencies, AT9.9
Gross domestic product (GDP)

1940-2004, AT2.1
growth of, vs. R&D growth, 2.3, 2.4, 2.7, 2.21–2.22, 2.22f
implicit price deflators, 1940-2004, AT2.1
by industry, AT9.4
information technologies and, 9.3

and changing composition of economy, 9.16–9.18
international comparison of, 7.2, 7.5f

1960-1995, AT7.1
and international scientific and technical literature, AT6.57
per capita, international comparison of, 7.5f

1960-1996, AT7.2
per employed person, international comparison of, 7.2, 7.5f

1960-1996, AT7.3
R&D/GDP ratio, international comparison of, 2.44–2.46, 2.46f, AT2.63

nondefense, 2.46–2.47, AT2.64
Gross product originating per sector measure, 9.15–9.16, 9.16t
Gross product originating per worker (GPO/W) factor measure, 9.15, 9.16t
Gross state product (GSP), and total R&D, by state, AT2.21
Guatemala, Web site prevalence of government agencies, 9.41f, AT9.9
GUF. See General university funds
Guidant Corporation, R&D expenditures of, AT2.58
Guillemin, Roger, AT1.1
Guinea, Web site prevalence of government agencies, AT9.9
Guinea-Bissau, Web site prevalence of government agencies, AT9.9
Guyana, Web site prevalence of government agencies, AT9.9

Haavelmo, Trygve, AT1.1
Haiti

S&E degree holders from, AT3.23
Web site prevalence of government agencies, AT9.9

Hand-held calculators, in precollege education, 5.4, 5.30–5.31, 5.32t
Harsanyi, John C., AT1.1
Hartline, Haldan Keffer, AT1.1
Harvard University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Hassell, Odd, AT1.1
Hauptman, Herbert A., AT1.1
Hawaii

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

HBCUs. See Historically black colleges and universities
H-1b visas, issued to immigrant scientists and engineers, 3.27
Health. See also Medical sciences

basic research in, federal funding for, 1980-2000, AT2.24
degrees, doctoral, salaries for recent recipients, 3.19t
literature

citations in US patents, 6.54t, AT6.64–AT6.66
international articles, 6.46f, AT6.55, AT6.58
international citations, AT6.62
international collaboration, AT6.60
US articles, 6.43, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in, to other US articles, AT6.53
citations to, 6.45, AT6.63
collaboration, AT6.51, AT6.60, AT6.61
cross-sectoral collaboration, AT6.52

R&D in
budget appropriations for, international comparison of, AT2.66
international trends in, 2.5, 2.51, 2.51f
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national trends in, 2.8, 2.10, 2.10f, 2.12t
budget authority for, 1980-2000, AT2.23
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research in, foreign-funded, in US, 2.65, 2.65t
temporary visas issued to foreign-born researchers in, 3.27

Health and Human Services, Department of (HHS)
laboratory campuses of, AT2.42
R&D highlights, 2.3
R&D obligations of, 2.12–2.13, 2.13f, 2.15t

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
by character of work, 2.32f
by field of science, AT2.46
for intramural performance, 1980-1999, AT2.39
in life sciences, 1985-1997, AT2.50
by performer, AT2.38

R&D performance of, 2.15t, 2.23
R&D plant obligations, 1967-1999, AT2.33, AT2.34–AT2.36
research assistantships, 6.37–6.38, 6.39f, AT6.44–AT6.46
research obligations of

academic, by field, 6.12, AT6.10, AT6.11
applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
development, 1970-1999, AT2.31, AT2.32

Small Business Innovation Research awards, 1983-1997, AT2.44
Health industry

seed money disbursements for, 1986-1998, AT7.16
venture capital disbursements to, 7.25f, 7.26

1980-1998, AT7.14
Health-related research. See Research, medical
Health services

global production in, 1980-1997, AT7.5
international trends in, 7.6–7.7, 7.7f

Hench, Philip Showalter, AT1.1
Herschback, Dudley R., AT1.1
Hershey, Alfred D., AT1.1
Herzberg, Gerhard, AT1.1
Hewish, Antony, AT1.1
Hewlett-Packard, R&D expenditures of, 2.25, 2.26t, AT2.58
Heyns, Roger W., 1.17–1.18, xiv
Heyrovsky, Jaroslav, AT1.1
HHS. See Health and Human Services, Department of
Hicks, Sir John R., AT1.1
Higher Order Thinking Skills Program (HOTS), 9.25
High-school. See Education, precollege; Students, precollege; Teachers,

precollege
High School Transcript Study (HSTS), 5.5, 5.22
High-technology industries

growth of, 7.6–7.7
importance of, 7.4–7.7
inventors and, fields favored by, 7.22–7.23
R&D partnerships among, 2.5
trade and, 7.12–7.13, 7.13f, 7.13t

demand in, 7.10–7.11, 7.11f
exports in, 7.3, 7.9–7.10, 7.10f
global, data on, 1980-1997, AT7.4
US, 1990-1998, AT7.6

world market share of, 7.2, 7.7–7.8, 7.8f
High-technology service industries, production in, 1980-1997, AT7.5
Hinshelwood, Sir Cyril Norman, AT1.1
Hispanic Americans

in academic doctoral S&E workforce, 6.23, AT6.23
college students

associate’s degrees by, 4.28, 4.28f, AT4.34
bachelor’s degrees by, 4.28f, 4.29, 4.29f, AT4.35

by institution type, AT4.5
participation rate by, 4.30, 4.30t

doctoral degrees by, 4.32, 4.35t, AT4.39
graduate enrollment of, AT4.22
master’s degrees by, 4.32, 4.33f, AT4.38
math and science preparation of, AT4.10
undergraduate

engineering enrollment of, AT4.33
enrollment of, 4.26, AT4.32
intentions to major in S&E, 4.11, AT4.8, AT4.9

computer access, 9.35–9.36, 9.36f

graduate students
debt owed by, 6.40, 6.40t–6.41t
support for, 6.32, 6.33

precollege students
access to technology, 5.4
mathematics coursework, 5.4, 5.24, 5.26t, 5.28f, AT5.24
mathematics proficiency, 5.4, 5.15, 5.16f, 5.17, AT5.9–AT5.11
number of enrolled students in precollege schools, 5.9, 5.10t
percentage of below poverty level, AT5.1
percentage of dropped out of school, 5.10f, AT5.2
science coursework, 5.4, 5.24, 5.24t, 5.27f, AT5.23
science proficiency, 5.3–5.4, AT5.6–AT5.8
trends in differences in average scores compared to white students,

AT5.12
in S&E workforce, 3.12, AT3.10, AT3.13, AT3.14

age distribution of, AT3.19
employment sectors, 3.13, AT3.15
salaries, 3.13, AT3.16, AT3.17

Historically black colleges and universities (HBCUs), 4.10
A History of Science Policy in the United States, 1.25
Hitchings, George H., AT1.1
Hodgkin, Dorothy Crowfoot, AT1.1
Hodgkin, Sir Alan Lloyd, AT1.1
Hoffmann, Roald, AT1.1
Hofstadter, Robert, AT1.1
Holley, Robert W., AT1.1
Home media index, 9.42
Home schooling, 5.4, 5.11
Honduras, Web site prevalence of government agencies, 9.41f, AT9.9
Honeywell Incorporated, R&D expenditures of, AT2.58
Hong Kong

education in
higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
graduate reform in, 4.24–4.25

precollege
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.19
science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19

exports of, 1980-1997, AT7.4
high-technology service industries in, production in, 1980-1997, AT7.5
imports of, 1980-1997, AT7.4
inventors in, US patents granted to, 1963-1998, AT7.12
production, exports, and imports of, 1980-1997, AT7.4
R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49, 6.49f, 6.50, 6.50t, 6.51t, 6.52f,

AT6.60, AT6.61
US trade with, in high-technology products

1990-1998, AT7.6
as export market for US products, 7.14f

HOTS. See Higher Order Thinking Skills Program
Hounsfield, Sir Godfrey N., AT1.1
Housing and Urban Development (HUD), Department of R&D obligations

of, by field of science, AT2.46
Housing credit

federal basic research funding for, 1980-2000, AT2.24
federal R&D budget authority for, 1980-2000, AT2.23

HSTS. See High School Transcript Study
Hubble telescope, 1.29
Hubel, David H., AT1.1
Huber, Robert, AT1.1
HUD. See Housing and Urban Development, Department of
Huggins, Charles Brenton, AT1.1
Hull, Joseph, 1.30
Hulse, Russell A., AT1.1
Human interface devices, 9.5, 9.5f
Human resources

in academic R&D. See Academic research and development (R&D),
doctoral S&E workforce
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in information technologies. See Information technologies, workforce
and S&E enterprise. See Science and engineering workforce

Hungary
education in

higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
calculators and, 5.32t
mathematics proficiency, 5.19f, 5.20f, 5.21f, AT5.14, AT5.16,

AT5.17, AT5.19
science proficiency, 5.18, 5.19f, 5.20f, 5.21f, AT5.13, AT5.15,

AT5.17, AT5.19
Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12
R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

S&E degree holders from, AT3.23
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Huxley, Sir Andrew Fielding, AT1.1

IBM. See International Business Machines Corporation
Iceland

Internet hosts per 1000 inhabitants, 9.14f
precollege studies

mathematics proficiency, 5.19f, 5.20f, 5.21f, AT5.14, AT5.16, AT5.17,
AT5.19

science proficiency, 5.19f, 5.20f, 5.21f, AT5.13, AT5.15, AT5.17,
AT5.19

R&D/GDP ratio in, 2.46t
secure Web servers for electronic commerce per 100,000 inhabitants,

9.14f
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Idaho
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Idaho National Engineering Laboratory, AT2.41
Ignarro, Louis J., AT1.1
Illinois

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, 2.29, 2.29f, AT2.20, AT2.21

Imation Corporation, R&D expenditures of, AT2.58
Immigration Act (1990), 3.27
Immigration and Naturalization Service (INS), 3.26, 3.27, 3.28f
Income

family, and dropping out from school, 5.10, 5.10f, AT5.2
in S&E workforce, 3.2, 3.8, 3.9f, 3.14, 3.18–3.20, 3.19t, 3.20t, AT3.7,

AT3.18
racial/ethnic comparisons of, 3.13, AT3.16, AT3.17
sex comparisons, 3.11–3.12, AT3.8

Income security
federal basic research funding for, 1980-2000, AT2.24
federal R&D budget authority for, 1980-2000, AT2.23

Independent research and development (IR&D), 2.17, AT2.43
Index/indices

home media, 9.42
information quality of life, 9.42
for information technologies, 9.42
interactivity, 9.40–9.41, 9.41f
interconnectivity, 9.42
for Internet, 9.40–9.41, 9.41f
marginalization, 9.42

openness, 9.40–9.41, 9.41f
price

for information technologies, 9.15, 9.19t
for memory chips and microprocessors, 9.6, 9.6f

transparency, 9.40–9.41, 9.41f
Index of Scientific Construct Understanding, mean score on, 8.11

by sex and education level and attentiveness, 8.12f, AT8.10
Index of Scientific Promise, 8.15, AT8.12

international comparisons, 8.16t
Index of Scientific Reservation, 8.15, AT8.12

international comparisons, 8.16t
India

education in, higher
college-age population, 1975-2010, AT4.7
doctoral degrees in, 4.23, 4.23f, AT4.27, AT4.29
emphasis on S&E in, 4.19, AT4.20
first university S&E degrees in, AT4.18
participation rate in, 4.19

faculty from, in US universities, 4.37, 4.37t, AT4.48
inventors in, US patents granted to, 1963-1998, AT7.12
patents granted by

to nonresident inventors, AT7.13
to US, Japanese, and German inventors, 7.23, 7.25f

R&D expenditures of, 1.39
scientific and technical literature

article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49, 6.49f, 6.50, 6.50t, 6.51t, 6.52f,

AT6.60, AT6.61
S&E degree holders from, 3.26, 3.26f, AT3.23
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Indiana
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Indiana University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Indicators, 1.17–1.18
leading information, 9.42
Science and Engineering Indicators, 1.7, 1.13, 1.17–1.18, 1.27–1.28,

1.39–1.40
Indonesia

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

R&D/GDP ratio in, 2.46t
scientific and technical literature

by field, 6.47f
internationally coauthored, 6.49f, 6.50t, 6.51t, 6.52f, AT6.60, AT6.61

S&E degree holders from, AT3.23
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Industrial development, R&D in, budget appropriations for, international
comparison of, AT2.66

Industrial engineering
bachelor’s degrees in, 1966-1996, AT4.17
individuals with highest degree in, and research & development, AT3.27
master’s degrees in, trends in, AT4.23
research assistantships in, 6.35, AT6.41–AT6.43, AT6.45, AT6.46

Industrial engineers
employment sector, AT3.6
employment status, AT3.5, AT3.18
foreign-born, 3.26t
number of, AT3.28
occupation status, AT3.2–AT3.5
salaries, AT3.7, AT3.18

recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

women as, 3.11
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Industrial research and development (R&D)
domestic competition and, 1.36–1.37
economic effects of, 7.6
and economic growth, 1.36
expenditures in

1953-1998, 1.9t, AT2.3–AT2.6
in chemistry and chemical engineering, 1985-1997, AT2.49
in electrical equipment, office, computing and accounting machines,

1985-1997, AT2.51
international comparison of, AT2.65
in life sciences, 1985-1997, AT2.50
in manufacturing, 1970-1997, AT2.52
and net sales, 1985-1997, AT2.57
by state, AT2.20
trends in, 2.7–2.9, 2.7f, 2.8f, 2.9t
by type and size of company, 1985-1997, AT2.53

federal support of, 1.37–1.38, 2.15–2.16, 2.16f
foreign affiliates for, AT2.68, AT2.69
growth in, 2.23
intensity of, 2.27–2.28, 2.28t
international, affiliates in US, 2.59, 2.60f
international comparison of, 2.45t, 2.48–2.49, 2.49t
international competition and, 1.37
international strategic alliances in, 2.56–2.57, 2.57f, 2.58t
international trends in, 2.5, 7.2, 7.16–7.19, 7.19f
investments and, 1.20, 1.32
manufacturing vs. nonmanufacturing, 2.23–2.25, 2.24t, 2.25f, 2.26t
performance of, 1.33f, 2.23–2.28

in Europe, 1973-1996, AT7.11
in Japan, 1973-1996, AT7.10
non-federal funds for, 1985-1997, AT2.54
in US, 1973-1996, AT7.9

post-World War II status, 1.32–1.33
pre-World War II status, 1.8, 1.9t, 1.32
program size

100 companies ranked by, AT2.58
funding sources and, 1985-1997, AT2.56

rates of return on, 7.18, 7.18f
in Science – The Endless Frontier proposal, 1.11
in service sector. See Service sector
significance of, 1.36–1.37
by top US corporations, 2.25, 2.26t
trends in, 2.3
underinvestment in, 2.27
vs. federal financing of, 2.21

Industry
FFRDCs in, federal R&D obligations to, AT2.40, AT2.41
high-technology. See High-technology industries
manufacturing. See Manufacturing
nonmanufacturing. See Nonmanufacturing industry
research partnerships by

economics of, 2.36
federal legislation on, 2.37–2.38
research joint ventures in, 2.39–2.40, 2.40f
scientific and technological conditions for, 2.39

and science and technology, history of, 7.4
size of

and R&D expenditures
1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

and R&D performance, non-federal funds for, 1985-1997, AT2.54
Inflation, information technologies and, 9.16, 9.19t
Information processing hardware and software, as component in information

technologies, 9.5, 9.5f
Information quality of life index, 9.42
Information technologies (IT), 7.3, 9.3–9.42. See also Computer(s); Computer

equipment/hardware/products; Computer sciences; Internet;
Telecommunications

and banking industry, 9.17
in business sector, 9.11–9.13
and capital expenditures, 9.11, 9.12f
classification of, by Department of Commerce, AT9.3
data and measurement, 9.4–9.5
and economy, 9.11–9.21

and banking industry, 9.17
composition of, 9.16–9.18

employment levels and wages in, 9.18–9.20, 9.20f, 9.21f
growth in, 9.3, 9.14–9.16, 9.19t
impact on, 9.16–9.18, 9.19f, 9.19t
inflation and, 9.16, 9.19t
knowledge industries in, 9.17
and trucking industry, 9.18

and education, 9.3, 9.21–9.27
distance, 9.25–9.27, AT9.6–AT9.8

significance of, 9.26–9.27
trends in, 9.26

in higher education classroom, 9.23, 9.24f
innovative projects in, 9.25
in precollege classroom, 9.21–9.25

diffusion of, 9.22–9.23, 9.23f
effectiveness of, 9.23–9.25

electronic commerce, 9.3, 9.11–9.12
international context of, 9.3, 9.13–9.14, 9.13f–9.14f

federal support of R&D in, 9.7
government use of

international comparison of, 9.40–9.41, 9.41f, AT9.9
in US, 9.40–9.41, AT9.9

and gross domestic product, 9.3, 9.16–9.18
highlights, 9.3
historical perspective of, 9.6–9.8
in home environment, 9.34–9.40

determinants in, 9.36
disability guidelines, 9.38
effects of, 9.37–9.39

time displacement studies on, 9.37–9.38
penetration of, 9.35–9.37, 9.35f

determinants of, 9.36
inequities in, 9.35–9.36, 9.36f
international comparison of, 9.13, 9.13f
patterns of use, 9.37
trends in, 9.35–9.36

teleworking, 9.38–9.39
impact of, 1.39
indices for, 9.42

price, 9.15, 9.19t
and intellectual property issues, 9.41
international strategic alliances in, 2.56–2.57, 2.57f, 2.58t, AT2.67
and Internet, 9.3, 9.10
Japanese inventions in, 7.22, 7.23f
and knowledge creation, 9.27–9.33

digital libraries, 9.29–9.31
preprint servers, 9.28
scholarly communication, 9.27–9.30

Moore’s Law and, 9.6, 9.6f, AT9.1
overview, 9.4
and productivity, 9.11, 9.14–9.16, 9.16t

in banking industry, 9.17
gross product originating per worker factor (GPO/W), 9.15, 9.16t
price indices for, 9.15, 9.19t
in trucking industry, 9.18

and research, 9.31–9.33
in biology, 9.31, 9.33
collaboration in, 9.33–9.34, 9.34f
Internet-based sources, 9.28
new methods in, 9.31

technological components of, 9.5–9.6
timeline, 9.9
and trucking industry, 9.18
workforce, 9.20–9.21

employment levels and wages in, 9.18–9.20, 9.20f, 9.21f
Informedness about science and technology (S&T). See Self-assessed

knowledge about science and technology (S&T)
Infrastructure, R&D in, budget appropriations for, international comparison

of, AT2.66
Ingersoll-Rand Company, R&D expenditures of, AT2.58
Inquiry-based learning, 9.22
INS. See Immigration and Naturalization Service
Institute for Defense Analyses Studies & Analyses FFRDC, AT2.41
Institute of Scientific Information (ISI), 6.42
Institutions, educational. See Colleges and universities
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Instruments, professional and scientific
R&D expenditures in

1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D for
federal support for, 2.16, 2.18f
foreign-based, 2.60, 2.61f
at foreign-owned facilities in US, 2.66t

R&D performance
in Europe, 1973-1996, AT7.11
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

INTASC. See Interstate New Teachers Assessment and Support Consortium
Integrated circuits, development of, 9.7, 9.9
Intel Corporation,
      founding of, 9.9
      R&D expenditures of, 2.26t, AT2.58
Intellectual property

export of, 7.2
foreign royalties and fees from, US receipts and payments of, AT7.7,

AT7.8
and information technologies, 9.41
US royalties and fees from, 7.14–7.16, 7.16f

Interactivity index, 9.40–9.41, 9.41f
Interconnectivity index, 9.42
Interior, Department of (DOI)

laboratory campuses of, AT2.42
R&D funding for, 1.7, 1.7t
R&D obligations of, 2.13, 2.15t

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
by field of science, AT2.46
for intramural performance, 1980-1999, AT2.39
by performer, AT2.38

R&D plant obligations, 1967-1999, AT2.33–AT2.36
research obligations of

applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
development, 1970-1999, AT2.31, AT2.32

Small Business Innovation Research awards, 1983-1997, AT2.44
International affairs, federal support for

basic research in, 1980-2000, AT2.24
R&D budget authority for, 1980-2000, AT2.23
R&D outlays for, 1970-2000, AT2.22

International and foreign policy
public attentiveness to, AT8.7
public interest in, 8.4f, 8.5, AT8.1, AT8.2

and education level, 8.6, AT8.3
international comparisons, 8.6t
sex comparisons, 8.6, AT8.3

self-assessed knowledge about, 8.4f, 8.7, AT8.4, AT8.5
and education level, 8.7, AT8.6
sex comparisons, 8.7, AT8.6

International Business Machines Corporation (IBM)
R&D expenditures of, 2.25, 2.26t, AT2.58
release of first PC, 9.9

International Committee for Scientific Research and Development, 1.38
International comparisons

attitudes toward science and technology, 8.2, 8.15, 8.16t, 8.17
domain hosts on Internet, 9.13–9.14, 9.14f
economic, 7.5f
in education

of college-age population, 1975-2010, AT4.7
of doctoral degrees, 4.21–4.22, 4.22f, 4.23f, AT4.27

by women, 4.34t, AT4.40
emphasis on S&E, 4.18–4.19, AT4.20
of first university S&E degree, 4.16–4.17, 4.17f, AT4.18
foreign doctoral recipients, 4.33–4.34, 4.36t
of growth rates, in S&E fields, 4.17–4.18
participation rates in, 4.19, 4.19f

of women, 4.30–4.31, 4.31f, AT4.36, AT4.37
precollege

hand-held calculator use, 5.32t
instruction practice, 5.30f
instruction time, 5.29f

mathematics proficiency, 5.19f, 5.20f, 5.21f, 5.22f, AT5.14,
AT5-16–AT5.19

physics proficiency, 5.22f, AT5.18
science proficiency, 5.19f, 5.20f, 5.21f, AT5.13, AT5.15, AT5.17,

AT5.19
electronic commerce, 9.3, 9.13–9.14, 9.13f–9.14f
of GDP per capita, 7.5f

1960-1996, AT7.2
of GDP per employed person, 7.2, 7.5f

1960-1996, AT7.3
global industry and trade data, AT7.4
of gross domestic product (GDP), 7.2, 7.5f

1960-1995, AT7.1
high-technology competitiveness, 7.8–7.10, 7.9f, 7.10f

in home market, 7.10–7.11, 7.11
industrial R&D, 2.48–2.49, 2.49t, AT2.65

from foreign sources, 2.49, AT2.72
performance, 2.45t, 2.48, 2.48f, 2.49t, 7.17–7.19, 7.19f

interest in science and technology, 8.6, 8.6t
patents awarded, by residence, 7.23, 7.24f, 7.25f, AT7.13
perceptions of genetic engineering, 8.20
public attentiveness to science and technology, 8.9
of R&D

among emerging countries, 2.46t, 2.47
budget appropriations for, AT2.66
by character of work, 2.50, 2.50f
employment, 3.28, 3.28f, AT3.25
expenditures, 2.40–2.48, AT2.63–AT2.66

as percentage of GDP, 2.44–2.46, 2.46f, AT2.63
government funding priorities, 2.49, 2.49t, 2.50–2.54
nondefense, 2.43–2.44, 2.46–2.47, 2.51, 2.51f, AT2.64
by performer, 2.48, 2.48f
by source of funds, 2.48–2.49, 2.48f, 2.49f, 2.49t

of R&D/GDP ratio, 2.44–2.46, 2.46f
nondefense, 2.46–2.47

scientific and technical article production, 6.46f, AT6.56
changes in field composition of, AT6.59
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations, 6.53f, 6.54t

by field, AT6.62, AT6.63
internationally coauthored, 6.49f, 6.50t, 6.51t, 6.52f

by field, AT6.60, AT6.61
tax policy and, 2.54
Web site prevalence of government agencies, 9.40–9.41, 9.41f, AT9.9

International Technology Roadmap for Semiconductors, 9.6
International Trade Commission, R&D obligations of, by field of science,

AT2.46
Internet. See also World Wide Web

addiction to, 9.39
creation of, 2.37
and CSNET, 9.10
and dialog system, 9.32
domain hosts on, 9.3, 9.7f, 9.9

international comparison of, 9.13, 9.14f
number of, AT9.2

eBay, 9.12
and education, 9.3, 9.22–9.23, 9.23f

distance learning programs, 9.25–9.27, AT9.6–AT9.8
higher education programs, 9.23, 9.24f
precollege programs, 9.22–9.23, 9.23f

electronic commerce on, 9.3, 9.11–9.12
definitions of, 9.12
forecast of growth in, 9.13, 9.13f
international context of, 9.3, 9.13–9.14, 9.13f–9.14f
legal issues, 9.3, 9.14
online auctions, 9.12

electronic journals on, 9.28–9.31, 9.30f
E-mail services on, in home environment, patterns of use in, 9.37
foundation of, 9.10
GenBank, 9.31, 9.33f
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government use of
international comparisons, 9.40–9.41, 9.41f, AT9.9
in US, 9.40–9.41, AT9.9

growth of, 9.3, 9.10, 9.32
in home environment

penetration of, 9.35–9.37, 9.35f
determinants of, 9.36
inequities in, 9.35–9.36, 9.36f
international comparison of, 9.13, 9.13f
patterns of use, 9.36–9.37
trends in, 9.35–9.36

and psychological well-being issues, 9.39
hours spent using, per year, 8.2, 8.24, 8.24f
interactivity index of, 9.40–9.41, 9.41f
Lexis-Nexis system, 9.32
Next Generation Internet Initiative and, 9.10
and NSFNET, 9.9–9.10
openness index, 9.40–9.41, 9.41f
percentage of people without access, 8.2
and precollege education, 5.4, 5.32, 5.33f, AT5.25

access in schools, 9.22–9.23, 9.23f, AT9.5
preprint servers on, 9.28–9.30, 9.29f
scholarly communication on, 9.27–9.33
for science and technology information, 8.23–8.25
and Science in the National Interest, 1.22
TCP/IP for, 9.9–9.10
and transparency index, 9.40–9.41, 9.41f
and Unlocking Our Future, 1.23
user survey on, 9.37
and videoconferencing, 9.25
virtual teams and, 2.39

Interstate New Teachers Assessment and Support Consortium (INTASC), 5.37
Inventions

disclosures of
from CRADAs, 2.38, 2.38f
by federal agencies, 1987-1998, AT2.60

patented, 7.20–7.23
highlights, 7.2–7.3

Inventors
technical fields favored by, 7.22–7.23
US patents granted to, 1963-1998, AT7.12

Investors, in venture capital, 7.3
Iowa

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Iowa State University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Iran
education in

higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.19
science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, AT6.60, AT6.61

S&E degree holders from, 3.26f, AT3.23
Web site prevalence of government agencies, 9.41f, AT9.9

Iraq, Web site prevalence of government agencies, AT9.9
Ireland

education in
higher

doctoral degrees in, AT4.27
emphasis on S&E in, 4.19, AT4.20
first university S&E degrees in, AT4.18

precollege
calculators and, 5.31, 5.32t
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.19

science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19
Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12
life science imports from, 7.13
R&D/GDP ratio in, 2.46t
R&D performance in, by majority-owned affiliates of US parent

companies, AT2.69
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

S&E degree holders from, AT3.23
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

ISI. See Institute of Scientific Information
Israel

education in
higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.19
science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19

international strategic alliances in, 2.57
inventors in, US patents granted to, 1963-1998, AT7.12
as R&D base, for US, 2.62t
R&D/GDP ratio in, 2.46t
R&D performance in, by majority-owned affiliates of US parent

companies, AT2.69
scientific and technical literature

article outputs, 6.47, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49, 6.49f, 6.50, 6.51t, 6.52f, AT6.60,

AT6.61
S&E degree holders from, AT3.23
in S&T agreements with US, 2.55t
Web site prevalence of government agencies, 9.41f, AT9.9

IT. See Information technologies
Italy

education
higher

doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
mathematics proficiency, 5.19, 5.21, 5.21f, 5.22f, AT5.17, AT5.18
physics proficiency, AT5.18
science proficiency, 5.18, 5.21, 5.21f, AT5.17

exports of, 1980-1997, AT7.4
GDP in, 1960-1995, AT7.1
GDP per capita in, 1960-1996, AT7.2
GDP per employed person, 1960-1996, AT7.3
high-technology products in

demand for, 7.10, 7.11f
as export market for US products, 7.14, 7.14f
export of, 7.10f
global share of, 7.8
import shares of domestic market, 7.11f

high-technology service industries in, production in, 1980-1997, AT7.5
imports of, 1980-1997, AT7.4
international strategic alliances in, 2.57
Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12
knowledge-based service industries in, 7.7
patents granted by, to nonresident inventors, 7.24f, AT7.13



B-32 � Appendix B. Index

PC penetration in households, 9.13f
PCs per 100 white-collar workers, 9.13f
production, exports, and imports of, 1980-1997, AT7.4
as R&D base, for US, 2.62t
R&D expenditures in, 2.41, 2.42f, 2.45, 2.46f, 2.46t, 2.48f, 2.49, 2.49f

defense, 2.50, 2.51f
in international comparison, AT2.63, AT2.65, AT2.66
nondefense, 2.51, 2.51f, AT2.64

R&D/GDP ratio in, AT2.63
R&D in

employment in, 3.28, 3.28f, AT3.25
industrial, at facilities in US, AT2.71, AT2.72
type of, 2.50, 2.50f

R&D performance in, 2.48, 2.48f, 7.19, 7.19f
by majority-owned affiliates of US parent companies, AT2.69

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, 6.48, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

S&E degree holders from, AT3.23
in S&T agreements with US, 2.55t
US trade with, in high-technology products

1990-1998, AT7.6
demand for, 7.10, 7.11f
as export market for US products, 7.14, 7.14f

Web site prevalence of government agencies, 9.41f, AT9.9
ITT Industries Incorporated, R&D expenditures of, AT2.58

Jacob, Francois, AT1.1
Jamaica

S&E degree holders from, AT3.23
Web site prevalence of government agencies, AT9.9

Japan
attitudes toward science and technology, 8.2, 8.15, 8.16t, 8.17
bilateral science and technology agreement with, 1.19
economy of, in international comparison, 7.2, 7.5f
education in

higher
college-age population, 1975-2010, AT4.7
doctoral degrees in, 4.23, 4.23f, AT4.27, AT4.29

by women, 4.32, 4.34t, AT4.40
emphasis on S&E in, 4.18–4.19, AT4.20
first university S&E degrees in, AT4.18
foreign students in, doctoral degrees by, 4.33, 4.36t
graduate reform in, 4.24–4.25, 4.26f
participation rate in, 4.19, 4.19f

of women, 4.30–4.31, 4.31f, AT4.36, AT4.37
trends in, 4.18, 4.18t

precollege
instructional practice, 5.29, 5.30f
instructional time, 5.26, 5.29f
mathematics proficiency, 5.19f, 5.20f, 5.21, AT5.14, AT5.16,

AT5.19
science proficiency, 5.19f, 5.20f, 5.21, AT5.13, AT5.15, AT5.19

exports of, 1980-1997, AT7.4
faculty from, in US universities, 4.37, 4.37t, AT4.48
GDP in

1960-1995, AT7.1
in international comparison, 7.2, 7.5f

GDP per capita in, 1960-1996, AT7.2
GDP per employed person, 1960-1996, AT7.3
high-technology manufacturing in, 7.6–7.7, 7.8f
high-technology products in

demand for, 7.10–7.11, 7.11f
as export market for US products, 7.13–7.14, 7.14f
export of, 7.9–7.10, 7.10f
global share of, 7.8, 7.8f
import of, 7.11

import shares of domestic market, 7.11f
imports to US market, 7.14, 7.15f

high-technology service industries in, production in, 1980-1997, AT7.5
imports of, 1980-1997, AT7.4
industrial R&D by, 7.2
and intellectual property, import of, 7.2, 7.15, 7.16, 7.16f
interest in science and technology, 8.6, 8.6t
in international S&T agreements, 2.55, 2.55t
international strategic alliances in, 2.56–2.57, 2.57f, 2.58t, AT2.67
Internet hosts per 1000 inhabitants, 9.14f
inventions in, high-technology, 7.22, 7.23t
knowledge-based service industries in, 7.6–7.7, 7.7f
labor productivity of, 7.2
patents granted by

to nonresident inventors, 7.23, 7.24f, AT7.13
to US and German inventors, 7.23, 7.25f

patents granted to, by US, 7.3, 7.21, 7.22f
1963-1998, AT7.12

PC penetration in households, 9.13f
production, exports, and imports of, 1980-1997, AT7.4
public attentiveness to science and technology, 8.9
as R&D base, for US, 2.61, 2.62f, 2.62t, 2.63t
R&D expenditures in, 1.39, 2.41, 2.42f, 2.44f, 2.48f, 2.49, 2.49f

defense, 2.50, 2.51f
in international comparison, AT2.63, AT2.65, AT2.66
nondefense, 2.44, 2.51, 2.51f, AT2.64

R&D facilities in, US-owned, 2.5
R&D/GDP ratio in, 2.44–2.45, 2.46, 2.46f, 2.46t, AT2.63
R&D in, 2.4

employment in, 3.28, 3.28f, AT3.25
foreign affiliates of, 2.57–2.59
industrial, at facilities in US, 2.64–2.66, 2.64f, 2.65t, AT2.70, AT2.71,

AT2.72
type of, 2.50, 2.50f

R&D performance in, 2.48, 2.48f, 7.17, 7.19f
by industry, 1973-1996, AT7.10
by majority-owned affiliates of US parent companies, AT2.69

scientific and technical literature
article outputs, 6.45, 6.46, 6.46f, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49, 6.49f, 6.50, 6.50t, 6.51t, 6.52f,

AT6.60, AT6.61
secure Web servers for electronic commerce per 100,000 inhabitants,

9.14f
S&E degree holders from, 3.26f, AT3.23
US trade with, in high-technology products

1990-1998, AT7.6
as export market for US products, 7.13–7.14, 7.14f
imports to US market, 7.14, 7.15f

Web site prevalence of government agencies, 9.41f, AT9.9
Jensen, J. Hans D., AT1.1
Jerne, Niels K., AT1.1
Jet Propulsion Laboratory, AT2.41
Johns Hopkins University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Johns Hopkins University Applied Physics Lab, R&D expenditures at, by
source of funds, AT6.4

Johnson, Lyndon B., science policy statements/initiatives, 1.19, 1.24
Johnson and Johnson, R&D expenditures of, 2.26t, AT2.58
Johnson Controls Incorporated, R&D expenditures of, AT2.58
Jones International University, 9.27
Jordan

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
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and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Josephson, Brian D., AT1.1
Journals, electronic, 9.28–9.31, 9.30f
JSTOR project, 9.30–9.31
justice, administration of

federal basic research funding for, 1980-2000, AT2.24
federal R&D budget authority for, 1980-2000, AT2.23

Justice, Department of
laboratory campuses of, AT2.42
R&D obligations of

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
by field of science, AT2.46

R&D plant obligations, 1967-1999, AT2.33–AT2.36
research obligations of

applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
development, 1970-1999, AT2.31, AT2.32

Just-in-time delivery system, and trucking industry, 9.18
J-1 visas, issued to immigrant scientists and engineers, 3.27

Kahn, Robert, 9.9
Kansas

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Kantorovich, Leonid Vitaliyevich, AT1.1
Kapitsa, Pyotr Leonidovich, AT1.1
Karle, Jerome, AT1.1
Kastler, Alfred, AT1.1
Katz, Sir Bernard, AT1.1
Kazakstan

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

Web site prevalence of government agencies, AT9.9
Kendall, Edward Calvin, AT1.1
Kendall, Henry W., AT1.1
Kendrew, Sir John Cowdery, AT1.1
Kennedy, Edward M., 1.25
Kennedy, John F., 1.21

science policy statements/initiatives, 1.19
Kentucky

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Kenya
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, AT9.9

Khorana, Har Gobind, AT1.1
Kidd, Charles, 1.12
Kilgore, Harley M., 1.4–1.5, 1.21
Killian, James, 1.24
Kimberly-Clark Corporation, R&D expenditures of, AT2.58
Kiribati, Web site prevalence of government agencies, AT9.9
Klein, Lawrence R., AT1.1
Klug, Sir Aaron, AT1.1
Knowledge

advancement of, R&D in, budget appropriations for, AT2.66
creation of, information technologies and, 9.27–9.33
self-assessed, about science and technology. See Self-assessed knowledge

about science and technology
Knowledge-based industries, 7.6–7.7, 7.6f, 7.7f

global production in, 1980-1997, AT7.5
Knowledge industries, 9.17
Kohler, Georges J. F., AT1.1

Kohn, Walter, AT1.1
Koopmans, Tjalling C., AT1.1
Korea. See also North Korea; South Korea

S&E degree holders from, 3.26f, AT3.23
Korean War

and federal science policy, 1.15–1.16
and S&E enterprise, first transition period, 1.5–1.6

Krebs, Edwin G., AT1.1
Krebs, Sir Hans Adolf, AT1.1
Kroto, Sir Harold W., AT1.1
Kusch, Polykarp, AT1.1
Kuwait

precollege studies
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.19
science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Kuznets, Simon, AT1.1
Kyrgyzstan, Web site prevalence of government agencies, AT9.9

Labor, Department of, R&D obligations of, by field of science, AT2.46
Laboratory campuses, for federal R&D, funding for, 1995, AT2.42
Labor market conditions, for recent S&E degree holders

bachelor’s and master’s degree recipients, 3.13–3.14
doctoral degree recipients, 3.13–3.14

Labor productivity. See Gross domestic product, per employed person
Lamb, Willis Eugene, AT1.1
Landau, Lev Davidovich, AT1.1
Land use issues, public interest in, international comparisons, 8.6, 8.6t
LANs. See Local area networks
Laos, Web site prevalence of government agencies, AT9.9
Large Hadron Collider, 1.29
Latin America. See also Central America; South America; specific country

education in, higher, graduate reform in, 4.24–4.25
R&D in

industrial, at facilities in US, AT2.70, AT2.71
by majority-owned affiliates of US parent companies, AT2.69

Latvia
education in

higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.18,

AT5.19
physics proficiency, 5.22f, AT5.18
science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Laughlin, Robert B., AT1.1
Lawrence Livermore National Laboratory, AT2.41
Leading information indicators, 9.42
Learning

asynchronous, 9.26
distance, 9.25–9.27, AT9.6–AT9.8

Lebanon
S&E degree holders from, AT3.23
Web site prevalence of government agencies, 9.41f, AT9.9

Lederberg, Joshua, AT1.1
Lederman, Leon M., AT1.1
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Lednicer, Daniel, 1.31–1.32
Lee, David M., AT1.1
Lee, Tsung-Dao, AT1.1
Lee, Yuan T., AT1.1
Legal issues, and electronic commerce, 9.3, 9.14
Legislation

GI Bill, 1.35, 1.37
Government Performance and Results Act, 1.29
National Defense Education Act, 1.19
National Science and Technology Policy, Organization and Priorities Act

of 1976, 1.21
National Science Foundation Act of 1950, 1.4–1.5, 1.11, 1.16–1.17, 1.17,

1.18, 1.20, 1.24
for technology transfer programs, 2.37–2.38

Legislators, attitude toward science and technology, 8.14, 8.14f
Lehn, Jean-Marie, AT1.1
Leloir, Luis F., AT1.1
Leontief, Wassily, AT1.1
Lesotho, Web site prevalence of government agencies, AT9.9
Levi-Montalcini, Rita, AT1.1
Lewis, Edward B., AT1.1
Lewis, Sir Arthur, AT1.1
Lewontin, Richard, 1.30
Lexis-Nexis system, 9.32
Libby, Willard Frank, AT1.1
Liberia, Web site prevalence of government agencies, AT9.9
Library, visits per year, 8.26

by sex and education level and attentiveness, AT8.33, AT8.34
Library of Congress

R&D obligations of, by field of science, AT2.46
Science Policy Research Division of, 1.24

Libya, Web site prevalence of government agencies, AT9.9
Licenses

fees for, to foreign residents, US receipts and payments of, AT7.7, AT7.8
granted, growth of, 2.38, 2.38f

Liechtenstein
inventors in, US patents granted to, 1963-1998, AT7.12
Web site prevalence of government agencies, AT9.9

Life sciences
academic R&D

employment, 6.21
federal support of researchers, 6.3, AT6.32
growth in, 6.24
by race/ethnicity, 6.23, AT6.23
recent degree recipients, AT6.27
by type of position, AT6.19
women in/sex comparisons, 6.23, AT6.22
work responsibility, AT6.28, AT6.30

equipment, 6.19, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, 6.2, 6.10–6.11, 6.11f, AT6.5, AT6.7
for equipment, AT6.16

federal support, 6.12, 6.13f, AT6.5, AT6.6, AT6.10, AT6.11
research activity, 6.27

cumulative debt related to education in, 6.41t
degrees in

bachelor’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral, 3.7
foreign recipients in US, 4.35, AT4.44
recent recipients

happiness with field of study, 3.20t
relationship between occupation and degree field, 3.18t
salaries, 3.19t
unemployment and out-of-field employment, 3.16t

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

master’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

federal R&D obligations for
by agency, 1997, AT2.46
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

federal research support for, 2.33, 2.34, 2.34f
foreign-born faculty members in, 4.37f, AT4.46–AT4.48
literature

citations in US patents, 6.54, 6.54t, 6.55
international articles, 6.47, 6.47f, 6.48
US articles, 6.43, 6.43f

citations to, 6.45
precollege studies, proficiency, in international context, 5.3, 5.18
R&D expenditures, 2.35, 2.35f

1985-1997, AT2.50
R&D in

as primary or secondary work activity, 3.8, 3.10f, AT3.26, AT3.27
trends in, 2.4

research assistantships in, 6.35, 6.37, 6.39f, AT6.35, AT6.36, AT6.41–
AT6.43, AT6.45, AT6.46

Life science technologies
definition of, 7.12
export of, 7.14f
federal research support for, 2.32, 2.34f
trade deficits from, 7.13
in US market, foreign suppliers of, 7.15f
US trade in, 1990-1998, AT7.6

Life scientists
employment sector, 3.8, AT3.6

by race and ethnicity, AT3.15
sex comparisons, AT3.12

employment status, AT3.5, AT3.18
by race and ethnicity, AT3.13
sex comparisons, AT3.11

foreign-born, 3.26t
number of, AT3.28

by race and ethnicity, AT3.10, AT3.14
sex comparisons, AT3.9, AT3.10
and years since degree, AT3.9

occupation status, 3.4, AT3.2–AT3.5
projected demand for, 3.25, 3.25t
salaries, 3.9f, 3.11–3.12, 3.12f, 3.14f, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
by race and ethnicity, AT3.16, AT3.17
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

unemployment, 3.7, 3.9f
women as, 3.11f, AT3.9, AT3.10

Lilly (Eli) & Co, R&D expenditures of, 2.26t, AT2.58
Lincoln Laboratory, AT2.41
Linguistics, research assistantships in, AT6.35, AT6.36, AT6.41–AT6.43,

AT6.45, AT6.46
Lipmann, Fritz Albert, AT1.1
Lipscomb, William N., AT1.1
Literature, scientific and technical, 6.42–6.53

broad and fine fields for publications data, AT6.48
citations, 6.42, 6.44–6.45, 6.51–6.53
collaboration, 6.4, 6.44, 6.48–6.51

definition of, 6.42
cross-sectoral collaboration, 6.4

definition of, 6.42
data sources for, 6.42
international articles, 6.4, 6.45–6.53, AT6.56

changes in field composition of, AT6.59
by field, 6.46f, AT6.55, AT6.58
and gross domestic product, AT6.57
national portfolios, 6.47–6.48, 6.47f
by region/country, 6.46f, AT6.55, AT6.58

international citations, 6.4, 6.51–6.53, 6.52f, 6.53f
by field, AT6.62

international collaboration, 6.4, 6.44, 6.48–6.51, 6.49f, 6.50t, 6.51t
definition of, 6.42
by field, AT6.60, AT6.61
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linkages among disciplines, 6.45
US articles, 6.4, 6.43–6.45

academia’s portfolio, 6.44
citations across broad and fine fields, AT6.54
citations in, to other US articles, by field, AT6.53
citations on US patents, 6.4, 6.53–6.55, 6.54f, 6.55t

by field, AT6.64–AT6.66
citations to, 6.44–6.45

by field, AT6.63
citations to own and international articles, 6.54t
collaboration, by field, AT6.51
cross-sectoral collaboration, 6.44

by field, AT6.52
Federal Government’s output, 6.44
by field, 6.43f, AT6.49, AT6.50
industry articles, 6.43
linkages among disciplines, 6.45
sectoral distribution, 6.43f, AT6.49, AT6.50

Lithuania
education in

higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
mathematics proficiency, 5.18, 5.20f, 5.21f, 5.22f, AT5.16–

AT5.19
physics proficiency, AT5.18
science proficiency, 5.20f, 5.21f, AT5.15, AT5.17, AT5.19

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Local area networks, and information technologies, 9.5
Local government. See Government, local
Local school issues

public interest in, 8.4–8.5, 8.4f, AT8.1, AT8.2
and education level, 8.6, AT8.3
international comparisons, 8.6t
sex comparisons, 8.6, AT8.3

self-assessed knowledge about, 8.4f, 8.7, AT8.4. AT8.5
and education level, AT8.6
sex comparisons, 8.7, AT8.6

Lockheed Martin Corporation, R&D expenditures of, AT2.58
Logistics Management Institute, AT2.41
Lorenz, Konrad, AT1.1
Los Alamos National Laboratory, AT2.41

OSRD system and, 1.10
physics preprint server of, 9.28–9.30, 9.29f

Louisiana
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Louisiana State University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

LSI Logic Corporation, R&D expenditures of, AT2.58
Lucas, Robert E., Jr., AT1.1
Lucent Technologies, R&D expenditures of, 2.26t, AT2.58
Lucky numbers, public assessment of, by sex and education level and

attentiveness, AT8.40
Lumber, wood products and furniture

R&D expenditures
1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance, industrial
federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

Luria, Salvador E., AT1.1
Luxembourg

Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

Web site prevalence of government agencies, 9.41f, AT9.9
L-1 visas, issued to immigrant scientists and engineers, 3.27
Lwoff, Andre, AT1.1
Lynen, Feodor, AT1.1

Macedonia, Web site prevalence of government agencies, 9.41f, AT9.9
Machinery

R&D expenditures
1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D for
federal support for, 2.16, 2.18f
foreign-based, 2.60, 2.61f

R&D performance, industrial
federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

Machinery industry, new joint research filings in, 1985-1998, AT2.62
Madagascar, Web site prevalence of government agencies, AT9.9
Magnuson, Warren, 1.4–1.5
Maine

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Malawi, Web site prevalence of government agencies, AT9.9
Malaysia

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

high-technology products in
as export market for US products, 7.14f
imports to US market, 7.14, 7.15f

patents granted to US, Japanese, and German inventors by, 7.23, 7.25f
R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50t, 6.51t, 6.52f, AT6.60, AT6.61

S&E degree holders from, AT3.23
technology development in, 7.3
US trade with, in high-technology products

1990-1998, AT7.6
as export market for US products, 7.14f
imports to US market, 7.14, 7.15f

Web site prevalence of government agencies, 9.41f, AT9.9
Maldives, Web site prevalence of government agencies, 9.41f, AT9.9
Mali, Web site prevalence of government agencies, AT9.9
Malta, Web site prevalence of government agencies, 9.41f, AT9.9
Manufacturing

global trade data on, 1980-1997, AT7.4
heavy, German inventions in, 7.22
R&D expenditures

1970-1997, AT2.52
and net sales, 1985-1997, AT2.57
by size of company, 1985-1997, AT2.53

R&D performance, 7.17, 7.19f
in Europe, 1973-1996, AT7.11
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

trends in, 7.6–7.7
vs. nonmanufacturing R&D, 2.23–2.25, 2.24t, 2.25f, 2.26t

Manufacturing technologies, patents on, to Germany, 7.3
Marcus, Rudolph A., AT1.1
Marginalization index, 9.42
Market exchange rates (MERs)

by country, 1981-1999, AT2.2
for R&D data, 2.43, 2.44f
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Markowitz, Harry M., AT1.1
Marshall Plan, and reconstruction of R&D facilities in Europe, 1.15, 1.38
Martin, Archer John Porter, AT1.1
Maryland

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, 2.29, 2.29f, AT2.20, AT2.21

Massachusetts
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, 2.3–2.4, 2.28–2.29, 2.29f, AT2.20, AT2.21

Massachusetts Institute of Technology
OSRD system and, 1.10
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Master’s degrees. See Degrees, master’s
Material design

definition of, 7.12
export of, 7.14f
in US market, foreign suppliers of, 7.15f
US trade in, 1990-1998, AT7.6

Material handling, German inventions in, 7.22
Materials engineering, doctoral degrees in, trends in, AT4.25
Materials MicroCharacterization Collaboratory, 9.34
Mathematical scientists

employment sector, 3.8, AT3.6
by race and ethnicity, AT3.15
sex comparisons, AT3.12

employment status, AT3.5, AT3.18
by race and ethnicity, AT3.13
sex comparisons, AT3.11

foreign-born, 3.26t
permanent visas issued to, 3.28f, AT3.24

number of, AT3.28
by race and ethnicity, AT3.10, AT3.14
sex comparisons, AT3.9, AT3.10
and years since degree, AT3.9

occupation status, 3.4, AT3.2–AT3.5
as percentage of S&E workforce, 3.7
projected demand for, 3.25t
racial/ethnic minorities as, 3.12
salaries, 3.2, 3.8, 3.9f, 3.11–3.12, 3.12f, 3.14f, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
by race and ethnicity, AT3.16, AT.3.17
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

unemployment, 3.9f
women as, 3.11f, AT3.9, AT3.10

Mathematics and Science Education Board (MSEB), 5.7
Mathematics/mathematical sciences

academic R&D
employment

federal support of researchers, 6.3, AT6.32
by race/ethnicity, 6.23, 6.24, AT6.23
recent degree recipients, AT6.27
by type of position, AT6.19
women in/sex comparisons, 6.23, AT6.22
work responsibility, AT6.28, AT6.30

equipment, 6.19, 6.19f, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16
for facilities, AT6.14, AT6.15

facilities, 6.16f, 6.17t, 6.18t, AT6.13
expected costs of deferred, AT6.15
expenditures, AT6.14

federal support of, 6.11, 6.11f, 6.12, 6.13f, AT6.5, AT6.6, AT6.10,
AT6.11

research activity, 6.27
cumulative debt related to education in, 6.41t
degrees in

in Asia, 4.17–4.18, AT4.19
associate’s

1975-1996, AT4.16
by race/ethnicity, 4.28, AT4.34

bachelor’s, 3.7
happiness with field of study, 3.20t
by race/ethnicity, 4.28f, 4.29, 4.29f, AT4.35
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

trends in, 4.15–4.16, 4.15f, AT4.17
to women, 4.28, 4.28t, 4.29f

doctoral
in Asia, AT4.27, AT4.29
baccalaureate origins of, AT4.6
in Europe, AT4.27, AT4.28
international comparison of, AT4.27
by race/ethnicity, 4.32, 4.35t, AT4.39
recent recipients, 3.16t, 3.17

happiness with field of study, 3.20, 3.20t
relationship between occupation and degree field, 3.18, 3.18t
salaries, 3.19t
tenure-track programs, 3.18
unemployment and out-of-field employment, 3.16t, 3.17

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

trends in, 4.22f, AT4.24–AT4.26
by women, 4.32, 4.34f, 4.34t, 4.35f, AT4.40

foreign recipients of, 4.36f
by institution type, 4.9f, 4.10f, AT4.3, AT4.4
master’s, 3.7, 4.20, 4.21f, AT4.23

happiness with field of study, 3.20t
by race/ethnicity and citizenship, 4.32, 4.33f, AT4.38
salaries, AT3.7

sex comparisons, AT3.8
by women, 4.31–4.32

by race/ethnicity, 4.28f
fellowships in, AT6.35, AT6.36, AT6.38–AT6.40
foreign-born faculty members in, 4.37, 4.37f, AT4.46–AT4.48
graduate enrollment in, 4.20, AT4.21, AT4.22
individuals with highest degree in, and research & development, 3.8,

3.10f, AT3.26, AT3.27
intention of students to major in, 4.11, AT4.8
literature

citations in US patents, 6.54, 6.54t, 6.55, 6.55t, AT6.64–AT6.66
fine fields for publication data, AT6.48
international articles, 6.46f, 6.47f, AT6.55, AT6.58
international citations, 6.53f, AT6.62
international collaboration, 6.44, 6.48
US articles, 6.43, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in, to other US articles, AT6.53
citations to, 6.45, AT6.63
collaboration, 6.44, AT6.51
cross-sectoral collaboration, AT6.52

precollege studies
achievement of highest performers, 5.19, 5.21
coursework, 4.12–4.13, 4.14t, 5.4, 5.22–5.26

in international context, 5.18–5.19, 5.22f
racial/ethnic comparisons, 5.4, 5.24–5.26, 5.26t, 5.28f, AT4.10,

AT5.24
sex comparisons, 4.12f, 5.23–5.24, 5.25f, 5.26t, AT5.22

proficiency, 4.13, 5.12–5.14, 5.14f
in international context, 5.3, 5.15, 5.17–5.22, 5.19f, 5.20f, 5.21f,

5.22f, AT5.14, AT5.16–AT5.19
levels used by NAEP, 5.12
racial/ethnic comparisons, 5.4, 5.15–5.17, AT4.11, AT5.9–5.11
sex comparisons, 5.3, 5.14–5.15, 5.15t, AT4.11, AT5.9–5.11

teachers, 5.34–5.37
R&D expenditures in, 2.35–2.36, 2.36f

1985-1997, AT2.51
R&D obligations for, federal

by agency, 1997, AT2.46
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

remedial work in, 4.13, 4.13f, 4.14f, 4.14t, AT4.12, AT4.15
in public vs. private institutions, 4.14f, AT4.15
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research assistantships in, 6.35, 6.37f, 6.39f, AT6.35, AT6.36, AT6.38–
AT6.43, AT6.45, AT6.46

research in, federal support for, 2.33, 2.34, 2.34f
teaching assistantships in, AT6.35, AT6.36, AT6.38–AT6.40
traineeships in, AT6.35, AT6.36, AT6.38–AT6.40

Mauchly, John W., 9.7
Mauritania, Web site prevalence of government agencies, AT9.9
Mauritius, Web site prevalence of government agencies, AT9.9
Mayadas, Frank, 9.26
Mazo, Robert M., 1.31
McClintock, Barbara, AT1.1
McCormack, John, 1.24
McMahon, Brien, 1.24
McMillan, Edwin Mattison, AT1.1
Meade, James E., AT1.1
Mechanical engineering

academic R&D
equipment, AT6.16

federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16

federal support of, AT6.5, AT6.6, AT6.10, AT6.11
degrees in

bachelor’s
1966-1996, AT4.17
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral
baccalaureate origins of, AT4.6
recent recipients

happiness with field of study, 3.20t
salaries, 3.19t
unemployment and out-of-field employment, 3.16t, 3.17

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

trends in, AT4.25
master’s

happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

trends in, AT4.23
individuals with highest degree in, and research & development, AT3.27
research assistantships in, AT6.35, AT6.36, AT6.41–AT6.43, AT6.45,

AT6.46
Mechanical engineers

employment sector, AT3.6
employment status, AT3.5, AT3.18
foreign-born, 3.26t
number of, AT3.28
occupation status, AT3.2–AT3.5
projected demand for, 3.25
salaries, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

women as, 3.11
Medawar, Sir Peter Brian, AT1.1
Media

fostering belief in paranormal phenomena, 8.32, 8.33
journalists’ negative statements about, 8.29f
publicity about Y2K, 8.27, 8.27f
and science and technology, 8.25–8.31

highlights, 8.2
improving relationship, 8.30–8.31
problems, 8.26–8.30

scientists’ negative statements about, 8.27–8.28, 8.28f
Medical companies

seed money disbursements to, 1986-1998, AT7.16
venture capital disbursements to, 7.25f, 7.26

1980-1998, AT7.14
Medical discoveries, 1.28

public attentiveness to, AT8.7
by sex and education level, AT8.8

public interest in, 8.4, 8.4f, 8.5, AT8.1, AT8.2
and education level, 8.6, AT8.3
international comparisons, 8.6, 8.6t
sex comparisons, 8.6, AT8.3

self-assessed knowledge about, 8.4f, 8.7, AT8.4, AT8.5
and education level, AT8.6
sex comparisons, 8.7, AT8.6

Medical research. See Research, medical
Medical Research Committee, 1.8
Medical sciences. See also Life science technologies

academic R&D
equipment, 6.19f, AT6.16

federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16
for facilities, AT6.14, AT6.15

facilities, 6.15, 6.16f, 6.17, 6.17t, 6.18, 6.18t, AT6.13
expected costs of deferred, AT6.15
expenditures, AT6.14

federal support, 6.10, 6.11, 6.11f, AT6.5, AT6.6, AT6.10, AT6.11
advances in, 1.28
federal R&D obligations for

for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

fellowships in, AT6.35, AT6.36, AT6.38–AT6.40
individuals with highest degree in, and research & development, AT3.27
literature, US articles, 6.43, 6.43f
research assistantships in, 6.35, 6.37f, AT6.35, AT6.36, AT6.38–AT6.43,

AT6.45, AT6.46
teaching assistantships in, AT6.35, AT6.36, AT6.38–AT6.40
traineeships in, AT6.35, AT6.36, AT6.38–AT6.40

Medicine, Nobel Prize awarded in, AT1.1
Medicines

global trade data on, 1980-1997, AT7.4
R&D expenditures

1985-1997, AT2.50, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance, industrial, federal funds for, 1985-1997, AT2.55
research in, foreign-funded, in US, 2.65, 2.65t

Medtronic Incorporated, R&D expenditures of, AT2.58
Megascience Forum, 1.19
Memex work station, 9.6–9.7
Memorandum of Understanding (MOU), 6.14
Memory chips

Moore’s Law and, 9.6, 9.6f, AT9.1
price index for, 9.6, 9.6f

Merck and Company, R&D expenditures of, 2.26t, AT2.58
Merrifield, Robert Bruce, AT1.1
Merton, Robert C., AT1.1
Metal products

R&D expenditures
1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance
in Europe, 1973-1996, AT7.11
in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

Metals, primary
R&D expenditures

1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance, industrial
federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

Mexico
education in, higher

doctoral degrees in, AT4.27
by women, 4.34t, AT4.40

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
graduate reform in, 4.24–4.25
participation rates of women in, 4.30–4.31, 4.31f, AT4.36, AT4.37
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Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12
patents granted by

to nonresident inventors, 7.24f, AT7.13
to US, Japanese, and German inventors, 7.25f

R&D/GDP ratio in, 2.46t
R&D performance in, by majority-owned affiliates of US parent

companies, AT2.69
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

S&E degree holders from, 3.26f, AT3.23
in S&T agreements with US, 2.55t
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Michel, Hartmut, AT1.1
Michigan

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, 2.3–2.4, 2.28–2.29, 2.29f, AT2.20, AT2.21

Michigan State University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Micronesia, Web site prevalence of government agencies, AT9.9
Micron Technology, R&D expenditures of, AT2.58
Microprocessors, price index for, 9.6, 9.6f
Microsoft Corporation

founding of, 9.9
R&D expenditures of, 2.25, 2.26t, AT2.58

Middle East. See also specific country
education in, higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

R&D in
industrial, at facilities in US, AT2.71
by majority-owned affiliates of US parent companies, AT2.69

S&E degree holders from, 3.26, 3.26f
in S&T agreements with US, 2.55t

Military and defense policy
public attentiveness to, AT8.7
public interest in, 8.4f, 8.5, AT8.1, AT8.2

international comparisons, 8.6t
sex comparisons, 8.6, AT8.3

self-assessed knowledge about, 8.4f, 8.7, AT8.4, AT8.5
and education level, AT8.6
sex comparisons, 8.7, AT8.6

Military preparedness, defined in Science – The Endless Frontier, 1.14
Millennium Bug. See Y2K
Miller, George P., 1.24
Miller, Merton H., AT1.1
Milstein, Cesar, AT1.1
Minnesota

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Minnesota Mining & Manufacturing Company (3M), R&D expenditures of,
AT2.58

Minorities. See Racial/ethnic comparisons
Mirrlees, James A., AT1.1
Mississippi

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Mississippi State University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Missouri
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Mitchell, Peter D., AT1.1

Mobil Corporation, R&D expenditures of, AT2.58
Modigliani, Franco, AT1.1
Moldova, Web site prevalence of government agencies, AT9.9
Molina, Mario J., AT1.1
Monaco, Web site prevalence of government agencies, 9.41f, AT9.9
Mongolia, Web site prevalence of government agencies, AT9.9
Monod, Jacques, AT1.1
Monsanto, R&D expenditures of, AT2.58
Montana

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Moore, Gordon, 9.6, 9.9
Moore, Stanford, AT1.1
Moore’s Law, 9.6, 9.6f, AT9.1

development of, 9.9
Morocco

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Mosaic browser, development of, 9.9–9.10
Mossbauer, Rudolf Ludwig, AT1.1
Motorola, R&D expenditures of, 2.26t, AT2.58
Motor vehicles

German inventions in, 7.22
patents on, to Germany, 7.3
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college students
associate’s degrees by, AT4.34
bachelor’s degrees by, 4.29, 4.29f, AT4.35
doctoral degrees by, 4.32, 4.35t, AT4.39
graduate enrollment of, 4.20, AT4.22
intentions to major in S&E, 4.11, 4.12f, AT4.8, AT4.9
master’s degrees by, 4.32, 4.33f, AT4.38
math and science preparation by, 4.12–4.13, AT4.10, AT4.11
participation rate by, 4.30, 4.30t
undergraduate enrollment of, 4.26, AT4.32

graduate students
debt owed by, 6.40, 6.40t–6.41t
support for, 6.32, 6.33

precollege students
mathematics coursework, 5.24, 5.25, 5.26t, 5.28f, AT5.24
science coursework, 5.24, 5.24t, 5.27f, AT5.23

Pacific Northwest National Laboratory, AT2.41
Packet switching, 9.10
Pakistan

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.50t, 6.51t, 6.52f, AT6.60,

AT6.61
S&E degree holders from, AT3.23
Web site prevalence of government agencies, 9.41f, AT9.9

Palade, George E., AT1.1
Palau, Web site prevalence of government agencies, AT9.9
Panama

R&D/GDP ratio in, 2.46t
S&E degree holders from, AT3.23
Web site prevalence of government agencies, 9.41f, AT9.9

Panel on Educational Technology, 9.24
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Paper and allied products
R&D expenditures

1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance, industrial, federal funds for, 1985-1997, AT2.55
Paper and printing, R&D performance

in Europe, 1973-1996, AT7.11
in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

Papua New Guinea, Web site prevalence of government agencies, AT9.9
Paraguay, Web site prevalence of government agencies, 9.41f, AT9.9
Paranormal phenomena

belief in, 8.31–8.33
harms caused by, 8.31
highlights, 8.2
media and, 8.32
sex comparisons, 8.32

scientific investigation of, 8.33
Parshall, George W., 1.31
Patent and Trademark Office (PTO), 6.53, 6.55, 6.56, 6.57
Patents

applications for
number of, by federal agencies, 1987-1998, AT2.60
trends in, 2.38, 2.38f

awarded to nonresidents, 7.3, 7.20f, 7.21, 7.22f
international comparison of, 7.23, 7.24f, 7.25f, AT7.13

awarded to US inventors, 7.2–7.3, 7.20–7.21, 7.20f
1963-1998, AT7.12

citations, US articles, 6.4, 6.53–6.55, 6.54f, 6.54t, 6.55t
by field, AT6.64–AT6.66

corporations receiving, 7.21, 7.21t
highlights, 7.2–7.3
licenses granted for, income from, by federal agencies, 1987-1998,

AT2.60
outside US, 7.23, 7.24f, 7.25f
to universities, 6.4, 6.43, 6.55–6.58, 6.56f, 6.57f, 6.58t, AT6.67

by utility class and University Activity Index, AT6.68
Paul, Wolfgang, AT1.1
Pauling, Linus Carl, AT1.1
Pedersen, Charles J., AT1.1
Pennsylvania

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, 2.29, 2.29f, AT2.20, AT2.21

Pennsylvania State University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Penzias, Arno A., AT1.1
Perl, Martin L., AT1.1
Permanent visas, issued to immigrant scientists and engineers, 3.26–3.28,

3.28f, AT3.24
Personal computers. See Computer(s), personal
Peru

S&E degree holders from, AT3.23
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Perutz, Max Ferdinand, AT1.1
Petroleum industry, new joint research filings in, 1985-1998, AT2.62
Petroleum refining

R&D expenditures
1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance
in Europe, 1973-1996, AT7.11
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

Pew Research Center for the People and the Press, 8.8
Pfizer, Incorporated, R&D expenditures of, 2.26t, AT2.58
Pharmaceutical industry

competitiveness of, 7.2, 7.8–7.9, 7.9f
export market share of, international comparison of, 7.10, 7.10f
and foreign-based R&D activity, 2.60, 2.61f
global market share of, international comparison of, 7.9, 7.9f
R&D performance in, 7.19, 7.19f

Pharmaceuticals, R&D performance
in Europe, 1973-1996, AT7.11

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

Pharmacia and Upjohn Incorporated, R&D expenditures of, 2.26t, AT2.58
Ph.D. See Degrees, doctoral
Philip Morris Companies Incorporated, R&D expenditures of, AT2.58
Philippines

R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50t, 6.51t, 6.52f, AT6.60, AT6.61

S&E degree holders from, 3.26, 3.26f, AT3.23
technology development in, 7.3
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Phillips, William D., AT1.1
Photocopying, patents on, to Japanese, 7.3
Photography

Japanese inventions in, 7.22, 7.23f
patents on, to Japanese, 7.3

Physical Science Committee, 5.5
Physical sciences

academic R&D
employment

decline in, 6.24
federal support of researchers, 6.3, AT6.32
by race/ethnicity, 6.23, AT6.23
recent degree recipients, AT6.27
by type of position, AT6.19
women in/sex comparisons, 6.23, AT6.22
work responsibility, AT6.28, AT6.30

equipment, 6.19, 6.19f, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16
for facilities, AT6.14, AT6.15

facilities, 6.15, 6.16f, 6.17, 6.17t, 6.18, 6.18t, AT6.13
expected costs of deferred, AT6.15
expenditures, AT6.14

federal support, 6.11, 6.11f, 6.12, 6.13f, AT6.5, AT6.6, AT6.10,
AT6.11

cumulative debt related to education in, 6.40t–6.41t
degrees in

bachelor’s, 4.15–4.16, 4.15f, AT4.17
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

to women, 4.28, 4.28t
doctoral

baccalaureate origins of, AT4.6
recent recipients

happiness with field of study, 3.20t
relationship between occupation and degree field, 3.18t
salaries, 3.19t
unemployment and out-of-field employment, 3.16t

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

trends in, AT4.24, AT4.25
foreign recipients of, 4.35, AT4.44
master’s, 4.20, 4.21f, AT4.23

happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

by women, 4.31–4.32
fellowships in, AT6.35, AT6.36, AT6.38–AT6.40
foreign-born faculty members in, 4.37f, AT4.46–AT4.48
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graduate enrollment in, 4.20
high-school students taking, AT4.10
literature

international articles, 6.47f, 6.48
US articles, 6.43, 6.43f

citations in, 6.45
R&D obligations for, federal, by agency, AT2.46
research assistantships in, 6.39f, AT6.35, AT6.36, AT6.38–AT6.43,

AT6.45, AT6.46
research in

federal support for, 2.32, 2.33, 2.34, 2.34f
applied, AT2.48
basic, AT2.47

as primary or secondary work activity, 3.8, 3.10f, AT3.26, AT3.27
teaching assistantships in, AT6.35, AT6.36, AT6.38–AT6.40
traineeships in, AT6.35, AT6.36, AT6.38–AT6.40

Physical scientists
employment sector, AT3.6

by race and ethnicity, AT3.15
sex comparisons, AT3.12

employment status, AT3.5
by race and ethnicity, AT3.13
sex comparisons, AT3.11

foreign-born, 3.26t
number of, AT3.28

by race and ethnicity, AT3.10, AT3.14
sex comparisons, AT3.9, AT3.10
and years since degree, AT3.9

occupation status, 3.4, AT3.2–AT3.5
as percentage of S&E workforce, 3.7
projected demand for, 3.25, 3.25t
salaries, 3.2, 3.8, 3.9f, 3.12f, 3.14f, AT3.7

five years after degree, 3.20t, AT3.8
by race and ethnicity, AT3.16, AT3.17
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

unemployment, 3.9f
women as, 3.11, 3.11f, AT3.9, AT3.10

Physicists
employment sector, AT3.6
employment status, AT3.5, AT3.18
foreign-born, 3.26t
number of, AT3.28
occupation status, AT3.2–AT3.5
salaries, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

Physics
academic R&D

equipment, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16

federal support of, 6.2, 6.10, 6.12, 6.13f, AT6.5, AT6.6, AT6.10,
AT6.11

advances in, 1.28
degrees in

bachelor’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral
baccalaureate origins of, AT4.6
recent recipients

happiness with field of study, 3.20, 3.20t
postdoctoral appointments, 3.20, 3.21t
salaries, 3.19t
tenure-track programs, 3.18
unemployment and out-of-field employment, 3.16t, 3.17

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

master’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

federal R&D obligations for
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

high-school students taking, 4.12t
individuals with highest degree in, and research & development, AT3.27
literature

citations in US patents, 6.54, 6.54t, 6.55, 6.55t, AT6.64–AT6.66
fine fields for publication data, AT6.48
international articles, 6.45, 6.46f, 6.48, AT6.55, AT6.58
international citations, 6.52, 6.53f, AT6.62
international collaboration, 6.44, 6.48, AT6.60
US articles, 6.43, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in to other US articles, AT6.53
citations to, 6.45, AT6.63
collaboration, AT6.51, AT6.60, AT6.61
cross-sectoral collaboration, AT6.52

Los Alamos preprint server, 9.28–9.30, 9.29f
Nobel Prize awarded in, AT1.1
precollege studies, proficiency, in international context, 5.3, 5.18, 5.22f,

AT5.18
research assistantships in, AT6.35, AT6.36, AT6.41–AT6.43, AT6.45,

AT6.46
Physics in the Twentieth Century (Suplee), 1.29
Physiology, Nobel Prize awarded in, AT1.1
PICS. See Platform for Internet Content Selection
Platform for Internet Content Selection (PICS), 9.42
Poland

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12
R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

S&E degree holders from, AT3.23
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Polanyi, John C., AT1.1
Political science

academic R&D
equipment, AT6.16

federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16

federal support, 6.11, AT6.5, AT6.6, AT6.10, AT6.11
degrees in

bachelor’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral
recent recipients

happiness with field of study, 3.20t
salaries, 3.19t
unemployment and out-of-field employment, 3.16t

salaries, AT3.7
five years after degree, 3.20t, AT3.8
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recent recipients, 3.19t
sex comparisons, AT3.8

master’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

federal R&D obligations for
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

individuals with highest degree in, and research & development, AT3.27
research assistantships in, AT6.35, AT6.36, AT6.41–AT6.43, AT6.45,

AT6.46
Political scientists

employment sector, AT3.6
employment status, AT3.5
foreign-born, 3.26t
occupation status, AT3.2–AT3.5
salaries, AT3.7

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

Politics, public interest in, international comparisons, 8.6t
Pople, John A., AT1.1
Porter, Lord George, AT1.1
Porter, Rodney R., AT1.1
Portugal

education in
higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.19
science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19

Internet hosts per 1000 inhabitants, 9.14f
PCs per 100 white-collar workers, 9.13f
R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Postdoctoral appointments
definition of, 3.20
by field, AT6.19
for foreign citizens, 4.36–4.37, AT4.45
increase in, 6.26
reasons for taking, 3.21, 3.21t
salaries, 3.18
transitions from, 3.21–3.22
by type of institution and work responsibility, AT6.20

Poverty level, percentage of children below, 5.10, AT5.1
Powell, Cecil Frank, AT1.1
Powers, Harry R., Jr., 1.31
PPG Industries Incorporated, R&D expenditures of, AT2.58
PPP. See Purchasing power parity
Prelog, Vladimir, AT1.1
Preprint servers, and Internet access to knowledge, 9.28–9.30, 9.29f
“Present Effectiveness of Our Schools in the Training of Scientists”

(Steelman), 1.14, 1.35–1.36, 1.38
Presidential Science Advisory Committee, 1.24
Presidential statements/initiatives, on science policy, 1.18–1.21
President’s Committee of Advisors on Science and Technology, 1.21, 9.24
President’s Scientific Research Board (PSRB). See Steelman report
Price indices

for information technologies, 9.15, 9.19t
for memory chips and microprocessors, 9.6, 9.6f

Prigogine, Ilya, AT1.1

Princeton Plasma Physics Laboratory, AT2.41
Princeton University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

printing
German inventions in, 7.22, 7.23t
patents on, to Germany, 7.3

Procter and Gamble, R&D expenditures of, 2.25, 2.26t, AT2.58
Productivity

and information technologies, 9.11, 9.14–9.16
in banking industry, 9.17
gross product originating per sector, 9.15–9.16, 9.16t
gross product originating per worker, 9.15, 9.16t
price indices for, 9.15
in trucking industry, 9.18

labor. See Gross domestic product, per employed person
working conditions of scientists/engineers and, 1.14

Program for the National Science Foundation memorandum, 1.15–1.18
“A Program for the Nation” (Steelman), 1.13
Project Air Force, AT2.41
Project Gemini, 1.29
Prokhorov, Aleksandr Mikhailovich, AT1.1
Prusiner, Stanley B., AT1.1
Pseudoscience. See Paranormal phenomena
PSRB. See Steelman report
Psychologists

employment sector, AT3.6
employment status, AT3.5, AT3.18
foreign-born, 3.26, 3.26t
number of, AT3.28
occupation status, AT3.2–AT3.5
as percentage of social science workforce, 3.7
projected demand for, 3.25
salaries, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

women as, 3.11
Psychology. See also Social sciences

academic R&D
employment

federal support of researchers, 6.3, AT6.32
by race/ethnicity, 6.24, AT6.23
recent degree recipients, AT6.27
by type of position, AT6.19
women in/sex comparisons, 6.23, AT6.22
work responsibility, AT6.28, AT6.30

equipment, 6.19, 6.19f, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16
for facilities, AT6.14, AT6.15

facilities, 6.16f, 6.17t, 6.18t, AT6.13
expected costs of deferred, AT6.15
expenditures, AT6.14

federal support of, 6.11, 6.11f, 6.12, 6.13f, AT6.5, AT6.6, AT6.10,
AT6.11

research activity, 6.27
cumulative debt related to education in, 6.41t
degrees in

bachelor’s
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

trends in, 4.15–4.16, 4.15f, AT4.17
to women, 4.28, 4.28t

doctoral
baccalaureate origins of, AT4.6
recent recipients

happiness with field of study, 3.20t
postdoctoral appointments, 3.21t
relationship between occupation and degree field, 3.18, 3.18t
salaries, 3.19t
unemployment and out-of-field employment, 3.16t
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salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

trends in, AT4.24, AT4.25
to women, 3.11

master’s, 4.21f, AT4.23
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

federal R&D obligations for
by agency, 1997, AT2.46
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

fellowships in, AT6.35, AT6.36, AT6.38–AT6.40
foreign born holders of doctorates in, 3.2
graduate enrollment in, 4.20
individuals with highest degree in, and research & development, AT3.27
literature

citations in US patents, 6.54t, AT6.64–AT6.66
fine fields for publication data, AT6.48
international articles, 6.46f, 6.53f, AT6.55, AT6.58
international citations, AT6.62
international collaboration, AT6.60
US articles, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in, to other US articles, AT6.53
citations to, AT6.63
collaboration, AT6.51, AT6.60, AT6.61
collaborative patterns, 6.44
cross-sectoral collaboration, AT6.52

research assistantships in, 6.35, 6.37f, 6.39f, AT6.35, AT6.36, AT6.38–
AT6.43, AT6.45, AT6.46

teaching assistantships in, AT6.35, AT6.36, AT6.38–AT6.40
traineeships in, AT6.35, AT6.36, AT6.38–AT6.40

PTO. See Patent and Trademark Office
Public attentiveness, to science and technology (S&T), 8.7–8.9, AT8.7

computer access, AT8.30–AT8.32
definition of, 8.7
frequency of reading astrology, AT8.39
international comparisons of, 8.9
mean score on Attitude Toward Organized Science Scale, AT8.13
mean score on Index of Scientific Construct Understanding, 8.12f, AT8.10
percentage of public reading newspaper, every day, AT8.30–AT8.32
public assessment of animals in scientific research, AT8.28, AT8.29
public assessment of astrology, AT8.38
public assessment of genetic engineering, AT8.26
public assessment of impact of computers, AT8.14
public assessment of lucky numbers, AT8.40
public assessment of nuclear power, AT8.25
public assessment of scientific research, AT8.24
public assessment of space exploration, AT8.27
public use of information on annual basis, AT8.33, AT8.34
by sex and education level, 8.9, 8.10f, 8.11f, AT8.8
understanding basic concepts, 8.11–8.12, 8.12f, AT8.9
understanding scientific inquiry, 8.13f, AT8.11
visits to museums, per year, AT8.33, AT8.34, AT8.36

Public attitudes, toward science and technology (S&T), 1.39, 8.13–8.23,
AT8.12, AT8.13

by sex and education level and attentiveness, AT8.14–AT8.18
federal support of research, 8.15–8.17, 8.17f, AT8.21

international comparisons, 8.17, 8.18t
by sex and education level, 8.15, 8.18t, AT8.19, AT8.20, AT8.22

highlights, 8.2
international comparisons, 8.2, 8.15, 8.16t
of scientists, legislators, and public, 8.14, 8.14f

Public confidence, in leadership of selected institutions, 8.17–8.18, 8.18f,
AT8.23

Public Health Administration, R&D funding, 1.7, 1.7t
Public interest, in science and technology (S&T), 8.4–8.6

highlights, 8.2
in selected issues, 8.4–8.5, 8.4f, AT8.1, AT8.2

international comparisons, 8.6, 8.6t
by sex and education level, 8.5–8.6, 8.5f, AT8.3

Public understanding, of science and technology (S&T), 1.39, 8.9–8.13
basic concepts, 8.9–8.12, 8.11f

by sex and education level and attentiveness, 8.11–8.12, 8.12f, AT8.9
scientific inquiry, 8.12–8.13

by sex and education level and attentiveness, 8.13f, AT8.11
PubMed Central, 9.28
Puerto Rico, laboratory campuses of, funding for, 1995, AT2.42
Purcell, Edward Mills, AT1.1
Purchasing power parity (PPP) exchanges

by country, 1981-1999, AT2.2
for R&D data, 2.40, 2.43, 2.44f

Purdue University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Qatar, Web site prevalence of government agencies, 9.41f, AT9.9
Qualcomm Incorporated, R&D expenditures of, AT2.58
Quantum Corporation, R&D expenditures of, AT2.58

RA. See Research assistantships
Racial/ethnic comparisons

in academic doctoral S&E workforce, 6.3, 6.23–6.24, 6.24f, AT3.23,
AT6.23

recent degree recipients, 6.26, AT6.26
college students

associate’s degrees by, 4.28, 4.28f, AT4.34
bachelor’s degrees by, 4.9–4.10, 4.10t, 4.28f, 4.29, 4.29f, AT4.5,

AT4.35
by institution type, 4.9–4.10, 4.10t, AT4.5
persistence toward, 4.26–4.27, 4.27f

doctoral degrees by, 4.32, 4.35t, AT4.39
graduate enrollment by, 4.20, 4.31, AT4.22
master’s degrees by, 4.32, 4.33f, AT4.38
participation rate of, 4.19, 4.30, 4.30t
undergraduate

engineering enrollment of, 4.26, 4.26f, AT4.33
intentions to major in S&E, 4.11, 4.12f, AT4.8, AT4.9

computer access, 9.35–9.36, 9.36f
precollege students

access to technology, 5.4
mathematics coursework, 5.4, 5.24–5.26, 5.26t, 5.28f, AT4.10,

AT5.24
mathematics proficiency, 5.4, 5.15–5.17, 5.16f, AT4.11, AT5.9–

AT5.11
number of enrolled, in schools, 5.9, 5.10t
percentage of below poverty level, AT5.1
percentage of dropped out of school, 5.10f, AT5.2
science coursework, 5.4, 5.24–5.26, 5.24t, 5.27f, AT5.23
science proficiency, 5.3–5.4, 5.15–5.17, 5.16f, AT4.11, AT5.6–AT5.8
trends in differences in average scores, AT5.12

precollege teachers, 5.34
S&E doctorate recipients

debt owed by, 6.40, 6.40t–6.41t
support patterns for, 6.32–6.34, AT6.37

in S&E workforce, 3.12–3.13
age distribution, 3.10, AT3.19
educational background, 3.13
employment sectors, 3.13, AT3.15
employment status, AT3.10, AT3.13, AT3.14
salaries, 3.13, 3.14f, AT3.16, AT3.17
unemployment, 3.13
work experience, 3.12

Radar, development of, OSRD system and, 1.10
Radio, hours spent using, per year, by sex and education level and

attentiveness, AT8.33, AT8.34
Radio receiving equipment

R&D expenditures
1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance, industrial
federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

Rainwater, James, AT1.1
Ramsey, Norman F., AT1.1
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Raskind, Josephine, 1.30
Raytheon Company, R&D expenditures of, AT2.58
Reader on Expertise and Democratic Decision Making, 1.25
Reagan, Ronald W., science policy statements/initiatives, 1.19
Reichstein, Tadeus, AT1.1
Reines, Frederick, AT1.1
Research

academic. See Academic research and development (R&D)
animals in, perceptions of, 8.22–8.23

by sex, age, and education level, 8.22–8.23, 8.23f, AT8.28, AT8.29
applied

among G-8 countries, 2.50, 2.50f
by character of work, 6.7f
definition of, 2.30
expenditures on, 2.8f, 2.9t, 2.30f, 2.31–2.32, 2.31f, 2.32f

1953-1998, AT2.11–AT2.14
federal obligations for, 2.32–2.34, 2.34f

1970-1999, AT2.29, AT2.30
by agency and performer, 1999, AT2.38
by performer, 1987-1997, AT2.37

federal support of, 2.31–2.32, 2.31f, AT6.1
highlights, 2.4
pre-World War II status of, 1.9
as proportion of total research, 6.7f

basic, 6.6
among G-8 countries, 2.50, 2.50f
by character of work, 6.7f
definition of, 2.30
expenditures on, 2.8f, 2.9t, 2.29–2.31, 2.30f, 2.31f, 2.32f

1953-1998, AT2.7–AT2.10
federal funding for, 1.13, 1.13t, 1.20, 2.30–2.31, 2.31f, 6.2, AT6.1, xiii

1980-2000, AT2.24
federal obligations for, 2.32, 2.34f

1970-1999, AT2.27, AT2.28
by agency and performer, 1999, AT2.38
by performer, 1987-1997, AT2.37

highlights, 2.4
as proportion of total research, 6.7f

collaborative, 2.36–2.40
international governmental, 2.54–2.56, 2.55t
new joint research filings, 1985-1998, AT2.62
trends in, 2.4

development
among G-8 countries, 2.50, 2.50f
definition of, 2.30
expenditures on, 2.8f, 2.9t, 2.30f, 2.31f, 2.32, 2.32f

1953-1998, AT2.15–AT2.18
federal obligations for

1970-1999, AT2.31, AT2.32
by agency and performer, 1999, AT2.38
by performer, 1987-1997, AT2.37

federal support of, AT6.1
highlights, 2.4

federal obligations for, by type, 2.32–2.34, 2.34f
federal performance of, by type, 2.30–2.32, 2.31f, 2.32f
federal support of, public attitudes toward, 8.15–8.17, 8.17f, AT8.19–

AT8.22
medical, 1.34

under Truman science policy, 1.20
perceptions of, 8.18–8.19, 8.19f

by sex and education level, 8.19, AT8.24
Research: A National Resource, 1.19
Research and development (R&D)

academic. See Academic research and development
computers and, 9.31–9.34
consortia, 2.39–2.40, 2.40f
defense

changing role of, 1.33–1.34
expenditures, 1.33–1.34
OSRD and, 1.14

in developing countries, 1.39
economic measures of, 2.7–2.9, 2.7f, 2.8f, 2.9t
education and, 3.8, 3.10f
employment, international comparison of, 3.28, 3.28f, AT3.25
expenditures, 1.8–1.9

defense research, 1.33–1.34
in developed countries, 1.39
federal vs. non-federal, 1953-1998, AT2.19
by field of science, 2.34–2.36
international comparisons of, 2.4–2.5, 2.40–2.50, AT2.63–AT2.66
medical research, 1.34
national trends in, 1.32, 2.3–2.4, 2.7–2.9, 2.7f, 2.8f, 2.9t
nonprofit organizations, 1.33
by performer, 2.7, 2.8f, 2.9t

1953-1998, AT2.3–AT2.6
presidential statements/initiatives on, 1.18–1.21
Science and Public Policy recommendations on, 1.13, 1.13t
by source of funds, 2.7, 2.7f, 2.8f, 2.9t

1953-1998, AT2.3–AT2.6
sources of, 1.8, 1.8f, 1.9t, 1.13, 1.13t, 1.32–1.34
total US, 2.7–2.9, 2.7f, 2.8f, 2.9t

federal support for, AT6.1, xiii
1953-1998, 1.8f, 1.9t, 1.33f
by agency, 2.12–2.13, 2.14

1967-1999, AT2.25, AT2.26
performer, and character of work, AT2.38

by budget function, 2.10–2.12, 2.10f, 2.12t
budget authority for, 1980-2000, AT2.23

by character of work, AT2.37, AT2.38
in chemistry and chemical engineering, 1985-1997, AT2.49
and graduate school enrollment, 4.20
highlights of, 2.3
international comparison of, 2.49, 2.49t, 2.50–2.54, 2.51f
in international R&D

budget authority for, 1980-2000, AT2.23
outlays for, 1970-2000, AT2.22

intramural expenditures, 2.3, 2.13, 2.23, AT2.37
intramural performance, 1980-1999, AT2.39
measurement of, 2.11
by national objective, 2.9–2.12, 2.10f, 2.12t
outlays for, 1970-2000, AT2.22
by performer, AT2.37, AT2.38
as portion of total national support, 2.7–2.9, 2.7f, 2.8f, 2.9t
post-World War II, 1.32–1.33
pre-World War II, 1.8, 1.9t, 1.32
public attitudes toward, 8.15–8.17, 8.17f, AT8.19–AT8.22
reporting discrepancies in, 2.52–2.53, AT2.59
small business, 2.16–2.18, 2.18f
tax credits for, 2.18–2.19, AT2.45
through FFRDCs, AT2.40, AT2.41
trends in, 2.7–2.10, 2.7f, 2.8f, 2.9t
during World War II, 1.32

foreign facilities to
federal obligations to

by agency and character of work, AT2.38
by character of work, AT2.37

rise of, 2.5, 2.57–2.59, 2.59f, 2.60f
US-owned, trends in, 2.59–2.63, 2.61f, 2.62f, 2.62t, AT2.68, AT2.69

foreign-funded in US, 2.64–2.66, 2.64f, AT2.70–AT2.72
government funding priorities in, international comparison of, 2.49, 2.49t,

2.50–2.54
industrial. See Industrial research and development
information technologies and, 9.31–9.33

in biology, 9.31, 9.33
collaboration in, 9.33–9.34, 9.34f
genomics, 9.31
Internet-based sources of, 9.28
new methods, 9.31

interdisciplinary nature of, 1.29
international activities/collaboration and, 1.15, 1.26–1.27, 1.29, 1.38–1.39
international comparisons of

among emerging countries, 2.46t, 2.47
by character of work, 2.50, 2.50f
expenditures, 2.40–2.48, AT2.63–AT2.66
government funding priorities, 2.49, 2.49t, 2.50–2.54
nondefense R&D, 2.43–2.44, 2.51, 2.51f, AT2.64
by performer, 2.48, 2.48f
by source of funds, 2.48–2.49, 2.48f, 2.49f, 2.49t
tax policy and, 2.54
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international cooperation in, 2.5
international private-sector collaboration, 2.56
international public-sector collaboration, 2.54–2.56, 2.55t
international strategic technology alliances in, 2.56–2.57, 2.57f, 2.58t,

AT2.67
IR&D programs for, 2.17, AT2.43
under Marshall Plan, 1.15, 1.38
nondefense, 2.46–2.47

budget authority for, 1980-2000, AT2.23
federal support for, 2.12
international comparison of, 2.43–2.44, 2.51, 2.51f, AT2.64

overseas, trend toward, 2.5, 2.59–2.63, 2.61f, 2.62f, 2.62t
partnerships in, 2.36–2.40

economic considerations in, 2.36–2.37
federal legislation on, 2.37–2.38
research joint ventures in, 2.39–2.40, 2.40f
virtual teams in, 2.39

performance
by character of work, 2.29–2.32, 2.30f
federal, 2.15t, 2.23
by geographic location, 2.28–2.29, 2.29f
industrial, 2.23–2.28

non-federal funds for, 1985-1997, AT2.54
international comparison of, 2.48, 2.48f
by partnerships, 2.36–2.40
trends in, 2.21–2.23, 2.22f
in US, by industry, 1973-1996, AT7.9
vs. source of funds, 2.7, 2.8f, 2.9t, AT2.3, AT2.4, AT2.5, AT2.6

plant
definition of, 2.30
federal obligations for, 1967-1999, AT2.33–AT2.36

pre-World War II status of, 1.8–1.10
in Soviet Union, 1.38–1.39
state support of, 2.3–2.4, 2.19, 2.20–2.21, 2.20t, 2.21t, 2.28–2.29, 2.29f,

AT2.20
support and performance of, 1.32–1.34, 1.33f
tax credits for, 2.18–2.19
tax policy and, international comparison of, 2.54
university. See Academic research and development (R&D)

Research and experimentation (R&E) expenditures, tax credits for, 2.18–2.19,
2.19f, AT2.45

Research assistantships (RA), 6.33
definition of, 6.29
and early employment, 6.35
increase in, 6.29–6.30, 6.30f, 6.38
as primary source of support, 6.32, 6.32f, 6.34–6.41, AT6.33

all vs. doctorate recipients, 6.35–6.37
by citizenship, 6.32–6.34, AT6.37, AT6.38
federal agency support, 6.37–6.38, AT6.43–AT6.46
by field, 6.34–6.35, 6.37f, AT6.35, AT6.36, AT6.38–AT6.41
by institution type, AT6.34, AT6.47
by race/ethnicity, 6.32–6.34, AT6.37, AT6.40
sex comparisons, 6.32–6.34, AT6.37, AT6.39
sources of support, 6.37, AT6.42

in public institutions, 6.30
Research Fund for America (RFA), 2.11
Research joint ventures (RJVs), 2.4, 2.39–2.40, 2.40f
Retirement, 3.23–3.24
RFA. See Research Fund for America
Rhode Island

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

Richards, Dickinson W., AT1.1
Richardson, Robert, AT1.1
Richter, Burton, 1.30–1.31, AT1.1
RJVs. See Research joint ventures
Robbins, Frederick Chapman, AT1.1
Roberts, Richard J., AT1.1
Rockefeller, Nelson A., 1.25
Rockefeller University

patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Rockwell International Corporation, R&D expenditures of, AT2.58
Rodbell, Martin, AT1.1

ROHM & HAAS Company, R&D expenditures of, AT2.58
Rohrer, Heinrich, AT1.1
Romania

precollege studies
mathematics proficiency, 5.20f, AT5.16, AT5.19
science proficiency, 5.20f, AT5.15, AT5.19

scientific and technical literature
article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

S&E degree holders from, AT3.23
Web site prevalence of government agencies, 9.41f, AT9.9

Roosevelt, Franklin D., 1.4, 1.7, 1.8, 1.10–1.11
science policy statements/initiatives, 1.19

Rous, Peyton, AT1.1
Rowland, F. Sherwood, AT1.1
Royalties, from intellectual property, 7.14–7.16, 7.16f, AT7.7, AT7.8
Rubber products

R&D expenditures, 1985-1997, AT2.53
R&D performance

in Europe, 1973-1996, AT7.11
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

Rubbia, Carlo, AT1.1
Ruska, Ernst, AT1.1
Russia

education in
higher

emphasis on S&E in, 4.18–4.19, AT4.20
first university S&E degrees in, 4.16–4.17, AT4.18

precollege
mathematics proficiency, 5.18, 5.20f, 5.21f, 5.22f, AT5.16–

AT5.19
physics proficiency, 5.22f, AT5.18
science proficiency, 5.18, 5.20f, 5.21f, AT5.15, AT5.17, AT5.19

in international S&T agreements, 2.55, 2.55t
international strategic alliances in, 2.57
patents granted by, to nonresident inventors, 7.23, 7.24f
patents granted to, by US, 1963-1998, AT7.12
R&D funding in, 2.48f, 2.49, 2.49f

in international comparison, AT2.65
R&D in, 2.4, 2.47–2.48, 2.47t

ratio to GDP, 2.44–2.45, 2.46f, 2.46t, 2.47, 2.47t
type of, 2.50, 2.50f

R&D performance in, 2.48, 2.48f
research in, 1.38–1.39
scientific and technical literature

article outputs, 6.46, 6.46f, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Rutgers University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Rwanda, Web site prevalence of government agencies, AT9.9
Ryle, Sir Martin, AT1.1

SA
R&D obligations of, 1967-1999, AT2.25, AT2.26
research obligations of

applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
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Sabin, Albert, 1.28
SAC/ODM. See Scientific Advisory Committee
Sagan, Carl, 8.30
Saint Kitts and Nevis, Web site prevalence of government agencies, AT9.9
Saint Lucia, Web site prevalence of government agencies, AT9.9
Saint Vincent & the Grenadines, Web site prevalence of government agencies,

AT9.9
Sakmann, Bert, AT1.1
Salam, Abdus, AT1.1
Salaries. See Income
Sales, net, R&D intensity and, 2.27–2.28, 2.28t, 2.57
Salk, Jonas, 1.28
Samuelson, Paul A., AT1.1
Samuelsson, Bengit I., AT1.1
Sandia National Laboratories, AT2.41
Sanger, Frederick, AT1.1
San Marino, Web site prevalence of government agencies, 9.41f, AT9.9
Sao Tome and Principe, Web site prevalence of government agencies, AT9.9
Saudi Arabia

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

Web site prevalence of government agencies, 9.41f, AT9.9
Savannah River Technology Center, AT2.41
Schally, Andrew V., AT1.1
Schawlow, Arthur L., AT1.1
Schering-Plough, R&D expenditures of, AT2.58
Schlumberger LTD, R&D expenditures of, AT2.58
Scholarships, 5.4, 5.11

and federal support for R&D, 1.14, 1.37
under Truman science policy, 1.20

Scholes, Myron S., AT1.1
School Mathematics Study Group, 5.7
Schrieffer, J. Robert, AT1.1
Schultz, Theodore W., AT1.1
Schwartz, Melvin, AT1.1
Schwinger, Julian, AT1.1
SCI. See Science Citation Index
Science/sciences

federal basic research funding for, 1980-2000, AT2.24
precollege studies

achievement of highest performers, 5.19, 5.21
coursework, 4.12–4.13, 5.4, 5.22–5.26

in international context, 5.18–5.19, 5.22f
racial/ethnic comparisons, 5.4, 5.24–5.26, 5.24t, 5.27f, AT5.23
sex comparisons, 4.12f, 5.23–5.24, 5.23f, 5.24t, AT5.21

proficiency, 4.13, 5.12–5.14, 5.13f
in international context, 5.3, 5.15, 5.17–5.22, 5.19f, 5.20f, 5.21f,

5.22f, AT5.13, AT5.15, AT5.17, AT5.19
levels used by NAEP, 5.12
racial/ethnic comparisons, 5.3–5.4, 5.15–5.17, AT4.11, AT5.6–

AT5.8
sex comparisons, 5.3, 5.14–5.15, 5.15t, AT4.11, AT5.6–AT5.8

teachers, 5.34–5.37
R&D in, national trends in, 2.10f, 2.12, 2.12t

budget authority for, 1980-2000, AT2.23
Science and Engineering Indicators, 1.18

emerging themes in, 1.39–1.40
information in, 1.27–1.28
origins of, 1.7, 1.13

Science and engineering workforce, xiii–xiv
academic doctoral, 6.19–6.28

age distribution of, 6.3, 6.24–6.25, AT6.24, AT6.25
data sources, 6.20
employment decline, 6.24
employment growth, 6.21–6.22, 6.24
federal support of researchers, 6.3

full-time faculty, 6.3, 6.20
age distribution of, 6.24, 6.25f, AT6.24, AT6.25
by appointment, AT6.20
by field, AT3.23, AT6.19, AT6.22
by race/ethnicity, AT3.23
by rank and sex, 6.22–6.23, 6.23f
recent degree recipients in, 6.26, 6.26f
sex comparisons, 6.22–6.23, 6.23f, AT6.22
in teaching positions, 6.28
by type of institution, AT6.20
by type of position, AT3.23, AT6.19, AT6.22
work responsibility, AT3.28, AT3.29, AT6.20, AT6.30

highlights, 6.3
nonfaculty employment, 6.20–6.21
number, growth rate, employment share, 6.19–6.20
part-time faculty, 6.21

by field, AT3.23, AT6.19, AT6.22
by race/ethnicity, AT3.23
sex comparisons, AT6.22
by type of position, AT3.23, AT6.19, AT6.22

postdoctoral positions
age distribution of, AT3.24
by appointment, AT6.20
by field, AT3.23, AT6.19, AT6.22
by race/ethnicity, AT3.23
sex comparisons, AT6.22
by type of institution, AT6.20
by type of position, AT3.23, AT6.19, AT6.22
work responsibility, AT3.28, AT3.29, AT6.20

racial/ethnic minorities in, 6.3, 6.24f, AT6.23
recent degree recipients, 6.25–6.26

by appointment, AT6.21, AT6.31
employed in higher education, by field and type of appointment,

AT6.27
by race/ethnicity, 6.26, AT6.26
sex comparisons, 6.26, AT6.26
by type of institution, AT6.21
work responsibility, AT6.21, AT6.31

research and teaching activities, 6.27–6.28
salaries, 3.18–3.20
tenure-track positions, 3.2, 3.17–3.18
women in/sex comparisons, 6.3, 6.22–6.23, AT6.22
work responsibilities, 6.27–6.28

primary, 6.28, 6.28f, AT6.20, AT6.29
by degree field, AT6.30
of recent degree recipients, AT6.21, AT6.31

by type of appointment and degree field, AT6.28
age distribution, 3.2, 3.10, 3.22–3.23, 3.22f, 3.23f
characteristics of, 3.3
deficits in, after World War II, 1.14, 1.35
employment sectors, 3.2, 3.7–3.8, AT3.6

by race and ethnicity, AT3.15
sex comparisons, AT3.12

employment status, AT3.1, AT3.5, AT3.18
by race and ethnicity, AT3.13
sex comparisons, AT3.11

federal support for
in 1952, 1.29–1.32
World War II and, 1.14

highest degree level, 3.4, 3.5t, 3.7
highlights, 3.2
importance of, 1.26
in-field employment, 3.3–3.5, 3.5t, 3.6f, 3.7, AT3.1
labor market conditions, 3.2
number of individuals in, AT3.1, AT3.18

by age, AT3.19
by race and ethnicity, AT3.10, AT3.14, AT3.19
sex comparisons, AT3.9, AT3.10, AT3.19
and years since degree, AT3.9

out-of-field employment, 3.2, 3.4–3.5, 3.5t, 3.6–3.7, 3.6t, AT3.1, AT3.2
projected demand for, 3.24–3.25, 3.25t
racial/ethnic minorities in, 3.12–3.13
relationship between education and occupation, 3.3–3.7, AT3.2–AT3.4
retirement patterns, 3.2, 3.23–3.24
salaries, 3.2, 3.8, 3.9f, 3.14f, 3.18–3.20, 3.19t, 3.20t, AT3.7, AT3.18
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racial/ethnic comparisons of, 3.13, AT3.16, AT3.17
sex comparisons, 3.11–3.12, 3.12f, AT3.8

size of, 3.2, 3.3, 3.7
unemployment. See Unemployment
women in. See Women

Science and Public Policy. See Steelman report
Science and technology (S&T)

attitudes toward, 8.13–8.23, AT8.12, AT8.13
federal support of research, 8.15–8.17, 8.17f, AT8.21

international comparisons, 8.17, 8.18t
by sex and education level, 8.15, 8.18t, AT8.19, AT8.20, AT8.22

highlights, 8.2
international comparisons, 8.2, 8.15, 8.16t

by sex and education level, 8.16t
of scientists, legislators, and public, 8.14, 8.14f
by sex and education level, and attentiveness, AT8.14–AT8.18

bilateral agreements
with Japan, 1.19
with Republic of China, 1.19

competitiveness as indicator of, 7.4
importance of, 7.4
and industry, role of, 7.4
information about

sources of, 8.26
use of new technology, 8.23–8.25

interest in, 8.4–8.6
highlights, 8.2
international comparisons, 8.6, 8.6t
in selected issues, 8.4–8.5, 8.4f, AT8.1, AT8.2
by sex and education level, 8.5–8.6, 8.5f, AT8.3

international collaboration in, 2.54–2.56, 2.55t
media and, 8.25–8.31

communication barriers, 8.29–8.30
distrust of, 8.26–8.28, 8.28f
highlights, 8.2
ill-informed and poorly educated public, 8.30
improving relationship, 8.30–8.31
lack of interest in science, 8.28–8.29

opportunities in, 7.3
public attentiveness to, 8.7–8.9, AT8.7

definition of, 8.7
international comparisons, 8.9
by sex and education level, 8.9, 8.10f, 8.11f, AT8.8

self-assessed knowledge about, 8.7
in selected issues, 8.4f, 8.7, AT8.4, AT8.5
by sex and education level, 8.5f, 8.7, AT8.6

understanding of, 8.9–8.13
basic concepts, 8.9–8.12, 8.11f

by sex and education level and attentiveness, 8.11–8.12, 8.12f,
AT8.9

scientific inquiry, 8.12–8.13
by sex and education level and attentiveness, 8.13f, AT8.11

world market and, research opportunities in, 7.3
Science and Technology Counselors, 1.38
Science Citation Index (SCI), 6.4, 6.6, 6.42
Science Indicators – 1972, 1.17–1.18
Science in the National Interest, 1.19, 1.21–1.22

on academic research, 1.26
on accountability of science and engineering, 1.26
on economic growth, 1.36
on industrial R&D in relation to federal support of research, 1.37
on international dimensions of science, 1.26–1.27
on medical research, 1.34
on partnerships in science, 1.26
on public attitudes and understanding of science and technology, 1.39
on science and engineering workforce, 1.26
on science in service to society, 1.23
on significance of research investments, 1.23

Science literacy, vs. scientific literacy, 8.31
Science policy(ies)

academic R&D, 1.11
Congressional hearings and studies on, 1.22–1.23, 1.24
and coordination of federal research programs, 1.38
international aspects of, 1.38–1.39
outlined in Science in the National Interest, 1.22

outlined in Unlocking Our Future, 1.22–1.23, 1.25–1.27
presidential statements/initiatives on, 1.18–1.21
Vannevar Bush and, 1.4, 1.7–1.11, 1.14, 1.21, 1.39

Science Policy Research Division, 1.24
Science Policy Task Force, 1.25
Science technology, associate’s degrees in, 1975-1996, AT4.16
Science – The Endless Frontier. See Bush report
Scientific Advisory Committee (SAC), 1.6, 1.19, 1.20
Scientific discoveries

public attentiveness to, AT8.7
by sex and education level, AT8.8

public interest in, 8.4f, 8.5, AT8.1
and education level, AT8.3
international comparisons, 8.6, 8.6t
sex comparisons, 8.5, AT8.3

self-assessed knowledge about, 8.4f, 8.7, AT8.4, AT8.5
and education level, 8.7, AT8.6
sex comparisons, AT8.6

Scientific inquiry, public understanding of, 8.12–8.13
by sex and education level and attentiveness, 8.13f, AT8.11

Scientific literacy, vs. science literacy, 8.31
Scientists

age distribution for, 3.22
attitude toward science and technology, 8.14, 8.14f
classifying, 3.4
communication style of, 8.29–8.30
confidence in television, 8.27
deficit of, World War II and, 1.14, 1.35
employment sector, AT3.6

by race and ethnicity, AT3.15
sex comparisons, AT3.12

employment status, AT3.5
by race and ethnicity, AT3.13
sex comparisons, AT3.11

foreign-born, 3.25–3.28
permanent visas issued to, 3.26–3.27
recipients of US doctoral degrees, stay rates of, 3.28

negative statements about media, 8.27, 8.28
number of, AT3.28

by race and ethnicity, AT3.10, AT3.14
sex comparisons, AT3.9, AT3.10
and years since degree, AT3.9

occupation status, AT3.2–AT3.5
projected demand for, 3.24–3.25, 3.25t
racial/ethnic minorities as, 3.12
in R&D, international comparison of, 3.28, 3.28f
salaries, 3.2, 3.8, 3.9f, AT3.7

for racial/ethnic minorities, 3.13, 3.14f, AT3.16, AT3.17
for recent recipients of degree, 3.14, 3.18–3.20
for women, 3.11–3.12, 3.12f, AT3.8

temporary work for, 3.8, AT3.20
women as, 3.10–3.12, AT3.9, AT3.10
working conditions of, and productivity, 1.14

Scientists and Engineers Statistical data system (SESTAT), 3.3
Scotland. See also United Kingdom

precollege studies
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.19
science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19

SDR. See Survey of Doctorate Recipients
Seaborg, Glenn Theodore, AT1.1
Seagate Technology, R&D expenditures of, AT2.58
Searle, Barbara Wolff, 1.30
Secondary education. See Education, precollege
Secondary students. See Students, precollege
Secondary teachers. See Teachers, precollege
Seed money, 7.26, 7.26f

venture capital as, 7.3
by industry, 1986-1998, AT7.16

Segre, Emilio Gino, AT1.1
Select Committee on Astronautics and Space Exploration, 1.24
Self-assessed knowledge about science and technology (S&T), 8.7

in selected issues, 8.4f, 8.7, AT8.4, AT8.5
by sex and education level, 8.5f, 8.7, AT8.6

Selten, Reinhard, AT1.1
Semenov, Nikolay Nikolaevich, AT1.1
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Semiconductors, 9.6
R&D facilities for, foreign-owned in US, 2.66t
seed money disbursements for, 1986-1998, AT7.16
Taiwanese inventions in, 7.22, 7.24t
venture capital disbursements for, 1980-1998, AT7.14

Sen, Amartya, AT1.1
Senegal, Web site prevalence of government agencies, 9.41f, AT9.9
Senior citizen issues, public interest in, international comparisons, 8.6
Sensenbrenner, James, 1.25
Service sector

growth of, 7.6–7.7, 7.6f
knowledge-based industries in, 7.6–7.7, 7.6f
R&D in, 7.2

foreign-funded, in US, 2.65, 2.65t
R&D performance in, international comparison of, 7.17–7.19, 7.19f

Sessler, Andrew, 1.30
SESTAT. See Scientists and Engineers Statistical data system
Sex comparisons. See also Women

academic doctoral S&E workforce, 6.3, 6.22–6.23, AT6.22
full time faculty, by rank and sex, 6.22–6.23, 6.23f
recent degree recipients, 6.26, AT6.26

attitudes toward science and technology, AT8.14–8.18
federal support of research, 8.15, 8.18t, AT8.19, AT8.20, AT8.22
international comparisons, 8.16t

belief in paranormal phenomena, 8.32
college enrollment, 4.26, AT4.32
computer access, AT8.30–AT8.32
frequency of reading astrology, AT8.39
interest in science and technology, 8.5–8.6, 8.5f, AT8.3
mean score on Attitude Toward Organized Science Scale, AT8.13
mean score on Index of Scientific Construct Understanding, 8.12f, AT8.10
participation rates in science and engineering education, 4.30, 4.30t

international comparison of, 4.30–4.31, 4.31f, AT4.36, AT4.37
percentage of public reading newspaper, every day, AT8.30–AT8.32
perceptions of animals in scientific research, 8.22, AT8.28, AT8.29
perceptions of genetic engineering, 8.20–8.21, 8.21f, AT8.26
perceptions of nuclear power, 8.19, AT8.25
perceptions of scientific research, 8.19, AT8.24
perceptions of space exploration, 8.21, AT8.27
precollege students

mathematics coursework, 4.12f, 5.23–5.24, 5.25f, 5.26t, AT5.22
mathematics proficiency, 5.3, 5.14–5.15, 5.15t, AT4.11, AT5.9–

AT5.11
science coursework, 4.12f, 5.23–5.24, 5.23f, 5.24t, AT5.21
science proficiency, 5.3, 5.14–5.15, 5.15t, AT4.11, AT5.6–AT5.8
trends in differences in average scores, AT5.12

precollege teachers, 5.34
public assessment of astrology, AT8.38
public assessment of lucky numbers, AT8.40
public attentiveness to science and technology, 8.9, 8.10f, 8.10t, AT8.8
public use of information on annual basis, AT8.33, AT8.34
S&E doctorate recipients

debt owed by, 6.40, 6.40t–6.41t
support patterns for, 6.32–6.34, AT6.37, AT6.39

self-assessed knowledge about science and technology, 8.5f, 8.7, AT8.6
in S&E workforce, 3.2

age distribution of, AT3.19
employment sector, AT3.12
employment status, AT3.8–AT3.10, AT3.11
salaries, 3.11–3.12, 3.12f, AT3.8

television use, 8.26, AT8.33, AT8.34
understanding of basic concepts in science and technology, 8.11–8.12,

8.12f, AT8.9
understanding of scientific inquiry, 8.13f, AT8.11
visits to museums, per year, AT8.33, AT8.34, AT8.36

Seychelles, Web site prevalence of government agencies, AT9.9
Shapley, Willis, 1.12
Sharp, Phillip A., AT1.1
Sharpe, William F., AT1.1
Shell Oil Company, R&D expenditures of, AT2.58
shipbuilding, R&D performance

in Europe, 1973-1996, AT7.11
in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

Shockley, William, AT1.1

Shull, Clifford G., AT1.1
Siegbahn, Kai M., AT1.1
Sierra Leone, Web site prevalence of government agencies, AT9.9
Silicon Graphics Incorporated, R&D expenditures of, AT2.58
Silicon Snake Oil: Second Thoughts on the Information Highway, 9.21
Simon, Herbert A., AT1.1
Simulations, use in research, 9.31
Singapore

education in
higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
calculators and, 5.32t
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.19,

AT5.20
science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19,

AT5.20
exports of, 1980-1997, AT7.4
high-technology products in, export of, 7.9–7.10, 7.10f
high-technology service industries in, production in, 1980-1997, AT7.5
imports of, 1980-1997, AT7.4
inventors in, US patents granted to, 1963-1998, AT7.12
production, exports, and imports of, 1980-1997, AT7.4
R&D/GDP ratio in, 2.46t
R&D performance in, by majority-owned affiliates of US parent

companies, AT2.69
scientific and technical literature

article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49, 6.49f, 6.50t, 6.51t, 6.52f, AT6.60,

AT6.61
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Singer, Maxine, 1.30
Skou, Jens C., AT1.1
SLAC. See Stanford Linear Accelerator Center
Slovakia

education in
higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
mathematics proficiency, 5.20f, AT5.16, AT5.19
science proficiency, 5.20f, AT5.15, AT5.19

R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, AT6.60, AT6.61

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Slovenia
education in

higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
mathematics proficiency, 5.19f, 5.20f, 5.21f, 5.22f, AT5.14,

AT5.16–AT5.19
physics proficiency, 5.22f, AT5.18
science proficiency, 5.19f, 5.20f, 5.21f, AT5.13, AT5.15, AT5.19

scientific and technical literature
article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
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and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Small business, R&D by, federal support for, 2.16–2.18, 2.18f
Small Business Innovation Research (SBIR) Program, 2.16–2.17, 2.18t, 2.37,

AT2.44
Smalley, Richard E., AT1.1
Smith, Hamilton O., AT1.1
Smith, Michael, AT1.1
Smithsonian Institution

laboratory campuses of, AT2.42
R&D obligations by, 1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
R&D obligations to, federal, by field of science, AT2.46
R&D plant obligations, 1967-1999, AT2.33–AT2.36
research obligations of

applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
development, 1970-1999, AT2.31, AT2.32

Snell, George D., AT1.1
“Snuffed Candle Award,” 8.33
Social Science Citation Index (SSCI), 6.42
Social sciences. See also Psychology; Sociology

academic R&D
employment

federal support of researchers, 6.3, AT6.32
by race/ethnicity, 6.24, AT6.23
recent degree recipients, AT6.27
by type of position, AT6.19
women in/sex comparisons, 6.23, AT6.22
work responsibility, AT6.28, AT6.30

equipment, 6.19, 6.19f, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16
for facilities, AT6.14, AT6.15

facilities, 6.17, 6.17t, 6.18t, AT6.13
expected costs of deferred, AT6.15
expenditures, AT6.14

federal support of, 6.11, 6.11f, 6.12, 6.13f, AT6.5, AT6.6, AT6.10,
AT6.11

research activity, 6.27
cumulative debt related to education in, 6.41t
degrees in

in Asia, 4.17–4.18, AT4.19
associate’s

1975-1996, AT4.16
by race/ethnicity, 4.28, AT4.34

bachelor’s
happiness with field of study, 3.20t
to minorities, 4.28f, 4.29, 4.29f, AT4.35
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

trends in, 4.15–4.16, 4.15f, AT4.17
to women, 4.28, 4.28t, 4.29f

doctoral, 3.7
in Asia, 4.22f, AT4.27, AT4.29
baccalaureate origins of, AT4.6
in Europe, 4.22f, AT4.27, AT4.28
by foreign students, 4.34–4.36, AT4.42, AT4.44
international comparison of, 4.22f, AT4.27
recent recipients

happiness with field of study, 3.20, 3.20t
relationship between occupation and degree field, 3.18t
salaries, 3.19t
unemployment and out-of-field employment, 3.16t

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.19t
sex comparisons, AT3.8

trends in, 4.20–4.21, 4.22f, AT4.24–AT4.26
by women, 4.32, 4.34f, 4.34t, 4.35f, AT4.40

first university, international comparisons of, 4.16–4.17, 4.17f,
AT4.18

foreign recipients of, 4.36f
by institution type, 4.8–4.10, 4.9f, 4.10f, AT4.3, AT4.4
master’s, 4.20, 4.21f, AT4.23

happiness with field of study, 3.20t
by race/ethnicity and citizenship, 4.32, 4.33f, AT4.38
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

by women, 4.31–4.32
by minorities, 4.28f

by institution type, 4.9–4.10, 4.10t, AT4.5
fellowships in, AT6.35, AT6.36, AT6.38–AT6.40
foreign-born faculty members in, 4.37f, AT4.46–AT4.48
graduate enrollment in, 4.20, AT4.21, AT4.22
individuals with highest degree in, and research & development, 3.8,

3.10f, AT3.26, AT3.27
intention of students to major in, 4.11, AT4.8, AT4.9
literature

citations in US patents, 6.54t, AT6.64–AT6.66
fine fields for publication data, AT6.48
international articles, 6.46f, AT6.55, AT6.58
international citations, 6.52, 6.53f, AT6.62
international collaboration, 6.44, 6.48, AT6.60
US articles, 6.43, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in to other US articles, AT6.53
citations to, 6.45, AT6.63
collaboration, 6.44, AT6.51, AT6.60, AT6.61
cross-sectoral collaboration, AT6.52

R&D obligations for, federal
by agency, 1997, AT2.46
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

research assistantships in, 6.35, 6.37f, 6.39f, AT6.35, AT6.36, AT6.38–
AT6.43, AT6.45, AT6.46

teaching assistantships in, AT6.35, AT6.36, AT6.38–AT6.40
traineeships in, AT6.35, AT6.36, AT6.38–AT6.40

Social scientists
employment sector, 3.8, AT3.6

by race and ethnicity, AT3.15
sex comparisons, AT3.12

employment status, AT3.5, AT3.18
by race and ethnicity, AT3.13
sex comparisons, AT3.11

foreign-born, 3.26t
permanent visas issued to, 3.28f, AT3.24

number of, AT3.28
by race and ethnicity, AT3.10, AT3.14
sex comparisons, AT3.9, AT3.10
and years since degree, AT3.9

occupation status, 3.4, AT3.2–AT3.5
projected demand for, 3.25, 3.25t
racial/ethnic minorities as, 3.12
salaries, 3.9f, 3.12f, 3.14f, AT3.7, AT3.18

five years after degree, 3.20t, AT3.8
by race and ethnicity, AT3.16, AT3.17
for recent recipients of doctoral degree, 3.19t
sex comparisons, AT3.8

unemployment, 3.7, 3.9f
women as, 3.11f, AT3.9, AT3.10

social services, R&D in
budget appropriations for, international comparison of, AT2.66
federal budget authority for, 1980-2000, AT2.23

Sociologists
employment sector, AT3.6
employment status, AT3.5
foreign-born, 3.26t
occupation status, AT3.2–AT3.5
salaries, AT3.7

five years after degree, 3.20t, AT3.8
for recent recipients of doctoral degree, 3.18, 3.19t
sex comparisons, AT3.8

women as, 3.11
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Sociology. See also Social sciences.
academic R&D

equipment, AT6.16
federal funding of, AT6.17
as percentage of total R&D expenditure, AT6.18

expenditures, AT6.5, AT6.7
for equipment, AT6.16

federal support, 6.11, AT6.5, AT6.6, AT6.10, AT6.11
degrees in

bachelor’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

doctoral
recent recipients

happiness with field of study, 3.20t
salaries, 3.18, 3.19t
tenure-track positions, 3.17
unemployment and out-of-field employment, 3.16t

salaries, AT3.7
five years after degree, 3.20t, AT3.8
recent recipients, 3.18, 3.19t
sex comparisons, AT3.8

master’s
happiness with field of study, 3.20t
salaries, AT3.7

five years after degree, 3.20t, AT3.8
sex comparisons, AT3.8

federal R&D obligations for
for applied research, 1985-1999, AT2.48
for basic research, 1985-1999, AT2.47

individuals with highest degree in, and research & development, AT3.27
research assistantships in, AT6.35, AT6.36, AT6.41–AT6.43, AT6.45,

AT6.46
software

export of, 7.2, 7.14f
R&D facilities for, foreign-owned in US, 2.66t
R&D performance, by service-sector, 7.2
seed money disbursements for, 1986-1998, AT7.16
in US market, foreign suppliers of, 7.15f
US trade in, 1990-1998, AT7.6
venture capital disbursements to, 7.3, 7.25, 7.25f, 7.26

1980-1998, AT7.14
Software Engineering Institute, AT2.41
Solar energy, use of, presidential initiatives on, 1.19
Solomon Islands, Web site prevalence of government agencies, AT9.9
Solow, Robert M., AT1.1
Somali Republic, Web site prevalence of government agencies, AT9.9
South Africa

education in
higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
S&E degree holders from, AT3.23

precollege
mathematics proficiency, 5.18, 5.20f, 5.21f, AT5.16, AT5.17,

AT5.19
science proficiency, 5.20f, 5.21f, AT5.15, AT5.19

inventors in, US patents granted to, 1963-1998, AT7.12
R&D/GDP ratio in, 2.46t
R&D performance in, by majority-owned affiliates of US parent

companies, AT2.69
scientific and technical literature

article outputs, AT6.56
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

in S&T agreements with US, 2.55t
US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

South America. See also specific country
education in, higher

doctoral S&E degrees in, AT4.27
emphasis on S&E in, AT4.20
S&E degree holders from, 3.26, 3.26f

faculty from, in US universities, AT4.46, AT4.47
research in, 1.39
scientific and technical literature

article outputs, 6.46f, AT6.56
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
internationally coauthored, 6.49, 6.49f, 6.51t, 6.52f

in S&T agreements with US, 2.55t
US trade with, in high-technology products, 1990-1998, AT7.6

South Carolina
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

South Dakota
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21

South Korea
economy of, in international comparison, 7.5f
education in

higher
doctoral degrees in, 4.23–4.24, 4.23f, AT4.27, AT4.29

by women, 4.34t, AT4.40
emphasis on S&E in, 4.19, AT4.20
first university S&E degrees in, AT4.18
graduate reform in, 4.24–4.25
participation rate in, 4.19, 4.19f

by women, 4.30–4.31, 4.31f, AT4.36, AT4.37
precollege

calculators and, 5.31, 5.32t
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.19
science proficiency, 5.18, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19,

AT5.20
exports of, 1980-1997, AT7.4
faculty from, in US universities, 4.37, 4.37t, AT4.48
GDP in, 1960-1995, AT7.1
GDP per capita in, 1960-1996, AT7.2
GDP per employed person, 1960-1996, AT7.3
high-technology inventions in, 7.22–7.23, 7.24t
high-technology manufacturing in, 7.6–7.7, 7.8f
high-technology products in

export of, 7.9–7.10, 7.10f
global share of, 7.8, 7.8f
import shares of domestic market, 7.11f
imports to US market, 7.14, 7.15f

high-technology service industries in, production in, 1980-1997, AT7.5
imports of, 1980-1997, AT7.4
intellectual property in, import of, 7.2, 7.15, 7.16f
in international S&T agreements, 2.55, 2.55t
international strategic alliances in, 2.57
Internet hosts per 1000 inhabitants, 9.14f
patents granted by

to nonresident inventors, AT7.13
to US, Japanese, and German inventors, 7.23, 7.25f

patents granted to, by US, 7.3, 7.21, 7.22f
1963-1998, AT7.12

production, exports, and imports of, 1980-1997, AT7.4
R&D/GDP ratio in, 2.46, 2.46t
R&D in, 2.4

facilities in US, 2.66, 2.66t
scientific and technical literature

article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.50t, 6.51t, 6.52f, AT6.60,

AT6.61
secure Web servers for electronic commerce per 100,000 inhabitants,

9.14f
in S&T agreements with US, 2.55t
US trade with, in high-technology products

1990-1998, AT7.6
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imports to US market, 7.14, 7.15f
Web site prevalence of government agencies, 9.41f, AT9.9

South Pacific countries, in S&T agreements with US, 2.55t
Soviet Union (former)

education in, higher, S&E degree holders from, 3.26f, AT3.23
patents granted by, to nonresident inventors, AT7.13
patents granted to, by US, AT7.12
research in, 1.38–1.39
scientific and technical literature

article outputs, 6.46, 6.46f, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, 6.48, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, AT6.62
internationally coauthored, 6.49, 6.49f, 6.50, 6.51t, AT6.60, AT6.61

Space
federal basic research funding for, 1980-2000, AT2.24
R&D for

1953-1998, AT2.19
national trends in, 2.8, 2.10f, 2.12, 2.12t, 2.13f

budget authority for, 1980-2000, AT2.23
Space exploration

advances in, 1.28
Congressional hearings and studies on, 1.24
perceptions of, 8.21–8.22, 8.22f

by education level, 8.22, AT8.27
by sex, 8.21, AT8.27

public attentiveness to, AT8.7
by sex and education level, AT8.8

public interest in, 8.4f, 8.5, AT8.1, AT8.2
and education level, 8.6, AT8.3
international comparisons, 8.6t
sex comparisons, 8.5, AT8.3

self-assessed knowledge about, 8.4f, 8.7, AT8.4, AT8.5
and education level, 8.7, AT8.6
sex comparisons, 8.7, AT8.6

Space Physics and Aeronomy Research Collaboratory (SPARC), 9.34
Space sciences, literature

citations in US patents, 6.54, 6.54t, 6.55, 6.55t, AT6.64–AT6.66
fine fields for publication data, AT6.48
international articles, 6.46f
international citations, 6.53f, AT6.62
international collaboration, 6.44, 6.48, AT6.60
US articles, 6.43, 6.43f, AT6.49, AT6.50

citations across broad and fine fields, AT6.54
citations in to other US articles, AT6.53
citations to, 6.45, AT6.63
collaboration, AT6.51, AT6.60, AT6.61
cross-sectoral collaboration, AT6.52

Spain
education in

higher
doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
S&E degree holders from, AT3.23

precollege
mathematics proficiency, 5.20f, AT5.16, AT5.19
science proficiency, 5.20f, AT5.15, AT5.17, AT5.19

Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12
PCs per 100 white-collar workers, 9.13f
as R&D base, for US, 2.62t
R&D/GDP ratio in, 2.46t
R&D performance in, by majority-owned affiliates of US parent

companies, AT2.69
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

SPARC. See Space Physics and Aeronomy Research Collaboratory
Sperry, Roger W., AT1.1
Sport news, public interest in, international comparisons, 8.6t
Sri Lanka, Web site prevalence of government agencies, 9.41f, AT9.9
SSCI. See Social Science Citation Index
S&T. See Science and technology
Standard of living, international comparison of, 7.4, 7.5f
Stanford Linear Accelerator Center (SLAC), 1.10, AT2.41
Stanford University

Internet-based programs at, 9.27
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Star Wars initiative. See Strategic Defense Initiative
State, Department of

in international S&T agreements, 2.54–2.56, 2.55t
R&D obligations of, by field of science, AT2.46

States
R&D expenditures by, 2.3–2.4, 2.20–2.21, 2.20t, 2.21t, AT2.20
R&D performance by, 2.28–2.29, 2.29f

1987-1997, AT2.37
federal obligations to, 1999, by agency and character of work, AT2.38

R&D tax credits, 2.19
State University of New York, patents awarded to, AT6.67
STAT-USA, 9.40
Staudinger, Hermann, AT1.1
Steelman, John R., 1.5, 1.13, 7.4
Steelman report, 1.5, 1.7, 1.12–1.13, 6.14, 7.4

on academic research, 6.5, 6.8
on basic research, 1.13–1.14, 6.6, 6.34
on defense research, 1.33–1.34
on federal aid to students, 6.10, 6.28
on industrial R&D in relation to federal support of research, 1.37
on internal government coordination, 1.15
on international dimensions, 1.15, 1.38
on medical R&D, 1.34
on need for new facilities, 6.15
on nonprofit R&D, 1.33
on R&D expenditures, 1.13
recommendations of, 4.5

in doctoral degree production, 4.20, 4.21
and institutional reform, 4.16

on research in developing countries, 1.39
on science and engineering workforce, 1.14, 1.35, 3.3, 6.21
scope and content of, 1.13

Stein, William H., AT1.1
Steinberger, Jack, AT1.1
Stigler, George J., AT1.1
Stone, clay, and glass products

R&D expenditures, 1985-1997, AT2.53
R&D performance

in Europe, 1973-1996, AT7.11
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

Stone, Sir Richard, AT1.1
Storage Technology CP-CL A, R&D expenditures of, AT2.58
Stormer, Horst L., AT1.1
Strategic Defense Initiative, 1.19
Students. See also Education

foreign. See Foreign citizens
graduate, R&D and, 3.8, 3.10f, 6.28–6.41

highlights, 6.3–6.4
support of, 6.29–6.34, AT6.33

by citizenship, 6.32–6.34, AT6.37, AT6.38
federal, 6.3, 6.29, 6.30, 6.30f, 6.32, 6.32f, 6.37–6.38, 6.38f,

AT6.33, AT6.34
fellowships. See Fellowships
by field, AT6.35, AT6.36, AT6.38–AT6.40
by institution type, 6.30–6.32, AT6.34
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patterns for all vs. doctorate recipients, 6.32
by race/ethnicity, 6.32–6.34, AT6.37, AT6.40
research assistantships. See Research assistantships
sex comparisons, 6.32–6.34, AT6.37, AT6.39
teaching assistantships. See Teaching assistantships
and time to degree, 6.31
traineeships. See Traineeships
trends in, 6.29–6.30

precollege
below poverty level, 5.10, AT5.1
calculators and, 5.4, 5.30–5.31, 5.32t
charter schools, 5.4, 5.11–5.12

number of, 5.11f
in operation, by state, AT5.5

computers and, 5.31–5.32
Internet access, 5.4, 5.32, 5.33f, AT5.25
for mathematics, 5.31, 5.32

curriculum and instruction, 5.4, 5.26–5.37
estimates of resident population, for selected age groups, AT5.3
family characteristics of, AT5.4
family income and, 5.10, 5.10f
highlights, 5.3–5.4
home schooling, 5.4, 5.11
mathematics and science achievement of highest performers, 5.19,

5.21
mathematics coursework, 4.12–4.13, 4.14t, 5.4, 5.22–5.26

in international context, 5.18–5.19, 5.22f
racial/ethnic comparisons, 5.4, 5.24–5.26, 5.26t, 5.28f, AT5.24
sex comparisons, 4.12f, 5.23–5.24, 5.25f, 5.26t, AT5.22

mathematics proficiency, 4.13, 5.12–5.14, 5.14f
in international context, 5.3, 5.15, 5.17–5.22, 5.19f, 5.20f, 5.21f,

5.22f, AT 5.14, AT5.16–AT5.19
levels used by NAEP, 5.12
racial/ethnic comparisons, 5.4, 5.15–5.17, 5.16f, AT4.11, AT5.9–

AT5.11
sex comparisons, 5.3, 5.14–5.15, 5.15t, AT4.11, AT5.9–5.11

number of, enrolled in school, 5.8–5.9, 5.9f, 5.9t
racial/ethnic comparisons, 5.9, 5.10t

percentage of, dropped out, 5.10, 5.10f, AT5.2
physics proficiency, in international context, 5.3, 5.18, 5.22f, AT5.18
scholarships, 5.4, 5.11
science coursework, 4.12–4.13, 5.4, 5.22–5.26

in international context, 5.18–5.19, 5.22f
racial/ethnic comparisons, 5.4, 5.24–5.26, 5.24t, 5.27f, AT5.23
sex comparisons, 4.12f, 5.23–5.24, 5.23f, 5.24t, AT5.21

science proficiency, 4.13, 5.12–5.14, 5.13f
in international context, 5.3, 5.15, 5.17–5.22, 5.19f, 5.20f, 5.21f,

5.22f, AT5.13, AT5.15, AT5.17, AT5.19
levels used by NAEP, 5.12
racial/ethnic comparisons, 5.3–5.4, 5.15–5.17, 5.16f, AT4.11,

AT5.6–AT5.8
sex comparisons, 5.3, 5.14–5.15, 5.15f, AT4.11, AT5.6–AT5.8

trends in differences in average scores, by race/ethnicity and sex,
AT5.12

vouchers, 5.4, 5.11
undergraduate

intentions to major in S&E, 4.11, 4.12f, AT4.8, AT4.9
math and science preparation of, 4.12–4.13, 4.12t, 4.13f, 4.14f, 4.14t,

AT4.10–AT4.12, AT4.15
Subcommittee on Science, Research, and Development, 1.24
Sudan, Web site prevalence of government agencies, AT9.9
Sun Microsystems Incorporated, R&D expenditures of, AT2.58
SUNY at Buffalo, R&D expenditures at, by source of funds, AT6.4
SUNY at Stony Brook, R&D expenditures at, by source of funds, AT6.4
Suplee, Curt, 1.29
Suriname, Web site prevalence of government agencies, AT9.9
Survey(s)

American Internet User, 9.37
National Center for Education Statistics, 9.26
The Present Effectiveness of Our Schools in the Training of Scientists,

1.14
Survey of Doctorate Recipients (SDR), 3.20, 6.20, 6.35
Sutherland, Earl W., Jr., AT1.1
Swaziland, Web site prevalence of government agencies, AT9.9

Sweden
education in

higher
doctoral degrees in, AT4.27
emphasis on S&E in, 4.19, AT4.20
first university S&E degrees in, AT4.18
S&E degree holders from, AT3.23

precollege
mathematics proficiency, 5.20f, 5.21f, 5.22f, AT5.16–AT5.19
physics proficiency, 5.22f, AT5.18
science proficiency, 5.20f, 5.21f, AT5.15, AT5.17, AT5.19,

AT5.20
GDP in, 1960-1995, AT7.1
GDP per capita in, 1960-1996, AT7.2
GDP per employed person, 1960-1996, AT7.3
international strategic alliances in, 2.57
Internet hosts per 1000 inhabitants, 9.14f
PCs per 100 white-collar workers, 9.13f
as R&D base, for US, 2.61, 2.62t
R&D/GDP ratio in, 2.46, 2.46t
R&D in, 2.4

industrial, 2.45t
at facilities in US, AT2.70, AT2.71

by majority-owned affiliates of US parent companies, AT2.69
R&D spending in, 2.41
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

US patents granted to, 7.21
1963-1998, AT7.12

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Switzerland
education in

higher
doctoral degrees in, AT4.27
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

precollege
mathematics proficiency, 5.20f, 5.21f, 5.22f, AT5.16–AT5.19
physics proficiency, 5.22f, AT5.18
science proficiency, 5.20f, 5.21f, AT5.15, AT5.17, AT5.19

international strategic alliances in, 2.57
Internet hosts per 1000 inhabitants, 9.14f
inventors in, US patents granted to, 1963-1998, AT7.12
as R&D base, for US, 2.62t
R&D/GDP ratio in, 2.46, 2.46t
R&D in, 2.4

industrial, at facilities in US, 2.64–2.66, 2.64f, 2.65t, AT2.70, AT2.71
by majority-owned affiliates of US parent companies, AT2.69

scientific and technical literature
article outputs, 6.47, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50, 6.51t, 6.52f, AT6.60, AT6.61

secure Web servers for electronic commerce per 100,000 inhabitants,
9.14f

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Synge, Richard Laurence Millington, AT1.1
Syria

education in, higher
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18

Web site prevalence of government agencies, AT9.9
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Systems analysts
employment levels of, 9.20f, 9.21f
as IT worker classification, 9.20

TA. See Teaching assistantships
Taipei, R&D/GDP ratio in, 2.46t
Taiwan

education in, higher
doctoral degrees in, 4.23, 4.23f, AT4.27, AT4.29

by women, 4.34t, AT4.40
emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
participation rate in, 4.19, 4.19f

by women, AT4.36, AT4.37
S&E degree holders from, 3.26f, AT3.23

exports of, 1980-1997, AT7.4
faculty from, in US universities, 4.37, 4.37t, AT4.48
high-technology products in

as export market for US products, 7.14f
imports to US market, 7.14, 7.15f

high-technology service industries in, production in, 1980-1997, AT7.5
imports of, 1980-1997, AT7.4
international strategic alliances in, 2.57
inventions in, 7.22–7.23, 7.24t
patents granted to, by US, 7.21, 7.22f, 7.3

1963-1998, AT7.12
production, exports, and imports of, 1980-1997, AT7.4
scientific and technical literature

article outputs, 6.46, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49, 6.49f, 6.50, 6.50t, 6.51t, 6.52f,

AT6.60, AT6.61
technology development in, 7.3
US trade with, in high-technology products

1990-1998, AT7.6
as export market for US products, 7.14f
imports to US market, 7.14, 7.15f

Web site prevalence of government agencies, 9.41f, AT9.9
Tajikistan, Web site prevalence of government agencies, AT9.9
Tamm, Igor Yevgenyevich, AT1.1
Tanzania, Web site prevalence of government agencies, AT9.9
Tatum, Edward Lawrie, AT1.1
Taube, Henry, AT1.1
Tax credits

budgetary impact of, 1981-1999, AT2.45
for research and experimentation, 2.18–2.19, 2.19f, AT2.45

Tax Systems Modernization Institute, AT2.41
Taylor, Joseph H., Jr., AT1.1
Taylor, Richard E., AT1.1
TCP/IP. See Transmission Control Protocol and Internet Protocol
Teachers

academic doctoral scientists and engineers as, 6.27–6.28
precollege, 5.34–5.37

certification, 5.35–5.36
degrees earned, 5.34
experience, 5.35
highlights, 5.4
in-field assignments, 5.36
number of, 5.34, 5.34t

racial/ethnic comparisons, 5.34
sex comparisons, 5.34

out-of-field assignments, 5.36
qualifications, 5.34
reform of profession, 5.36–5.37
undergraduate majors, 5.35
unfamiliar with computers, 5.31, AT5.26

Teaching assistantships (TA), 6.33
decline in, 6.30, 6.30f
definition of, 6.29
and early employment, 6.35

as primary source of support, 6.32, 6.32f, AT6.33
by citizenship, 6.32–6.34, AT6.37, AT6.38
by field, AT6.35, AT6.36, AT6.38–AT6.40
by institution type, AT6.34
by race/ethnicity, 6.32–6.34, AT6.37, AT6.40
sex comparisons, 6.32–6.34, AT6.37, AT6.39

in public institutions, 6.30
Technical knowledge, trade in

foreign royalties and fees from, US receipts and payments of, AT7.7,
AT7.8

US royalties and fees from, 7.15–7.16, 7.16f
Technology. See also High-technology industries

classification of, 7.11–7.12
development of

indicators of
industrial R&D emphases as, 7.4, 7.16
patenting trends as, 7.4, 7.20

trends in, 7.3
and graduate reform, 4.24–4.25
international strategic alliances in, 2.56–2.57, 2.57f, 2.58t
inventors and, foreign, fields favored by, 7.22–7.23, 7.23t, 7.24t
R&D in, through SBIR programs, 2.16–2.18, 2.18f
transfer of, federal programs for, 2.37–2.38
US trade in, 1990-1998, AT7.6

Technology: The Engine of Economic Growth, 1.19
Technology in Retrospect and Critical Events in Science, 1.29
Technology policy, 1.19
Technology Reinvestment Project (TRP), 2.41
Telecommunications

definition of, 7.12
export of, 7.14f
R&D facilities for, foreign-owned, in US, 2.66t
trade deficits from, 7.13
in US market, foreign suppliers of, 7.15f
US trade in, 1990-1998, AT7.6
venture capital disbursements to, 7.25–7.26, 7.25f

Telecommunications networks, and information technologies, 9.5
Television

fostering belief in paranormal phenomena, 8.32, 8.33
hours spent watching, per year, 8.26

by sex and education level and attentiveness, AT8.33, AT8.34
for science and technology information, 8.26
scientists’ confidence in, 8.27

Television receiving equipment
R&D expenditures

1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance, industrial
federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

Television technologies, South Korean inventions in, 7.22, 7.24t
Teleworking, 9.38–9.39
Temin, Howard Martin, AT1.1
Temporary visas, issued to immigrant scientists and engineers, 3.27
Tennessee

laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, AT2.20, AT2.21
research obligations of, basic, 1970-1999, AT2.27, AT2.28

Tennessee Valley Authority
laboratory campuses of, AT2.42
R&D obligations of

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
by field of science, AT2.46

R&D plant obligations, 1967-1999, AT2.33–AT2.36
research obligations of

applied, 1970-1999, AT2.29, AT2.30
development, 1970-1999, AT2.31, AT2.32

Tenure-track positions, 3.2, 3.17–3.18
age distribution and, 3.22, 3.23f, AT3.21
salaries, 3.18
transitions to, from postdoctoral appointments, 3.21–3.22

Texas
laboratory campuses of, funding for, 1995, AT2.42
R&D expenditures by, 2.3–2.4, 2.28–2.29, 2.29f, AT2.20, AT2.21
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Texas A&M University
patents awarded to, AT6.67
R&D expenditures at, by source of funds, AT6.4

Texas Instruments, R&D expenditures of, AT2.58
Textiles

R&D expenditures
1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D performance
in Europe, 1973-1996, AT7.11
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

Textron Incorporated, R&D expenditures of, AT2.58
Thailand

education in
higher

emphasis on S&E in, AT4.20
first university S&E degrees in, AT4.18
S&E degree holders from, AT3.23

precollege
mathematics proficiency, 5.19f, 5.20f, AT5.14, AT5.16, AT5.19
science proficiency, 5.19f, 5.20f, AT5.13, AT5.15, AT5.19

patents granted to US, Japanese, and German inventors by, 7.23, 7.25f
R&D/GDP ratio in, 2.46t
scientific and technical literature

article outputs, AT6.56
changes in field composition of, AT6.59
citations in, to US literature, by field, AT6.63
by field, 6.47f, AT6.55, AT6.58
and gross domestic product, AT6.57
international citations in, 6.53f, AT6.62
internationally coauthored, 6.49f, 6.50t, 6.51t, 6.52f, AT6.60, AT6.61

US trade with, in high-technology products, 1990-1998, AT7.6
Web site prevalence of government agencies, 9.41f, AT9.9

Theiler, Max, AT1.1
Theorell, Axel Hugo Theodor, AT1.1
Theoretical Chemistry and Molecular Physics Group, 9.28
Thermo Electron Corporation, R&D expenditures of, AT2.58
Third International Mathematics and Science Study (TIMSS), 5.3, 5.5, 5.17–

5.22, 5.31, 5.34, 5.37
First in the World Consortium, 5.23, 5.23t
instructional time, 5.26
mathematics proficiency, 5.15, 5.19f, 5.20f, 5.21f, 5.22f, AT5.14, AT5.16–

AT5.20
physics proficiency, 5.22f, AT5.18
science proficiency, 5.15, 5.19f, 5.20f, 5.21f, AT5.13, AT5.15, AT5.17,

AT5.19, AT5.20
Thomas, E. Donnall, AT1.1
‘t Hooft, Gerardus, AT1.1
3COM Corporation, R&D expenditures of, AT2.58
Time displacement studies, on information technologies in home, 9.37–9.38
Timeline, for information technologies, 9.9
Timesharing, development of, 9.7, 9.9
TIMSS. See Third International Mathematics and Science Study
Tinbergen, Jan, AT1.1
Tinbergen, Nikolaas, AT1.1
Ting, Samuel C. C., AT1.1
TN visas, issued to immigrant scientists and engineers, 3.27
Tobin, James, AT1.1
Todd, Lord Alexander R., AT1.1
Togo, Web site prevalence of government agencies, AT9.9
Tomonaga, Sin-Itiro, AT1.1
Tonegawa, Susumu, AT1.1
Tonga, Web site prevalence of government agencies, 9.41f, AT9.9
Townes, Charles H., AT1.1
Toys, Taiwanese inventions in, 7.22
Traces study. See Technology in Retrospect and Critical Events in Science
Trade, balance of, and technology products, 7.2, 7.11–7.14, 7.13f, 7.13t, 7.14f,

7.15f
Traineeships, 6.33

decline in, 6.30, 6.30f
definition of, 6.29

and early employment, 6.35
as primary source of support, 6.32, 6.32f, AT6.33

by citizenship, 6.32–6.34, AT6.37, AT6.38
by field, AT6.35, AT6.36, AT6.38–AT6.40
by institution type, AT6.34
by race/ethnicity, 6.32–6.34, AT6.37, AT6.40
sex comparisons, 6.32–6.34, AT6.37, AT6.39

in private institutions, 6.30
Transistors

development of, 9.7, 9.9
number of, per chip over time, AT9.1
Taiwanese inventions in, 7.22

Transmission Control Protocol and Internet Protocol (TCP/IP), establishment
of, 9.9–9.10

Transparency index, 9.40–9.41, 9.41f
Transportation

federal basic research funding for, 1980-2000, AT2.24
R&D in, in federal budget, 2.12t

budget authority for, 1980-2000, AT2.23
research, joint, new filings for, 1985-1998, AT2.62

Transportation, Department of
laboratory campuses of, AT2.42
R&D obligations of

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
by field of science, AT2.46
by performer, AT2.38

R&D plant obligations, 1967-1999, AT2.33–AT2.36
research obligations of

applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
development, 1970-1999, AT2.31, AT2.32

Small Business Innovation Research awards, 1983-1997, AT2.44
Transport equipment

R&D expenditures
1985-1997, AT2.53
and net sales, 1985-1997, AT2.57

R&D for, federal support for, 2.16, 2.18f
R&D performance

in Europe, 1973-1996, AT7.11
industrial

federal funds for, 1985-1997, AT2.55
non-federal funds for, 1985-1997, AT2.54

in Japan, 1973-1996, AT7.10
in US, 1973-1996, AT7.9

research joint ventures in, 2.40
Treasury, Department of

laboratory campuses of, AT2.42
R&D obligations of

1967-1999, AT2.25, AT2.26, AT2.35, AT2.36
by field of science, AT2.46

R&D plant obligations, 1967-1999, AT2.33–AT2.36
research obligations of

applied, 1970-1999, AT2.29, AT2.30
basic, 1970-1999, AT2.27, AT2.28
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